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Preface

What you’re reading is a collection of articles about mass surveil-
lance. We’ve put them together to create an overview of how much 
data is being collected today, and the risks and consequences of mass 
surveillance. We’ve done this because broader awareness of the issue 
is required. Because we’re at a stage where things are quickly devel-
oping in the wrong direction. And because resistance is necessary.

We live in a world where a handful of big tech companies have set 
up an infrastructure that means they can follow every step you take. 
Where they can read your innermost thoughts (every Google search 
you do) and where they do so with the aim not only of predicting your 
behavior – but also of controlling it. We live in a world where our 
lives are mapped out so we can be influenced in different directions, 
whether commercially or politically. A world where we – the people 
being mapped – have no insight into the process, or much chance of 
affecting it.

You might think the companies plundering our data so freely 
could face sanctions from the political system, from the elected rep-
resentatives who should be on the side of the people. But unfortu-
nately technological developments are too fast, the level of knowledge 
too low and defenses too weak: completely ineffective cookie rules 
that nobody follows and the idea that we can fine the world’s richest 



companies enough to make them stop. And above all, the political 
system is actually moving in exactly the same direction, hand in hand 
with the tech companies. We see European countries using spyware 
to persecute political dissenters and journalists. We see the USA still 
keeping track of everything and everyone. We see dictatorships using 
digital mass surveillance to control their populations. We see how, in 
democratic countries, one law after another is presented and passed, 
taking us further and further in the wrong direction. We see encrypted 
and secure traffic under attack. Have we really learned nothing from 
history?

Mass surveillance is already having disastrous consequences. 
Here’s a clear example: in the last few years in the USA, we’ve seen  
evidence of how collected data was used – together with algorithms 
and AI systems that build on people’s fears and uncertainties – to 
spread fake news and contribute to Donald Trump winning the pres-
idential election. Once in power, Trump changed the abortion laws 
and now mass surveillance is being used to monitor women, who are 
facing the sudden realization that the abortion they want is now ille-
gal. This is just one example of where the world is currently headed. 
It’s quite obvious, and yet mobilized mass resistance to this alarming 
trend is totally lacking. 

But it’s not this particular moment in time that’s most worry-
ing. Because when you introduce laws promoting mass surveillance, 
when you allow technology to map everyone’s lives... You do so with 
the assumption that the data will always be safe, never leak, and  
never be used for the wrong purposes. Today’s political systems aren’t  
merely behind a bunch of unhappy decisions with direct consequenc-
es, it seems as if today’s politicians are also unaware that they don’t 
get to choose their successors. Because systems we introduce today 
can be retargeted at any time and used with a totally different intent 
in the future.
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Essentially, this is about what kind of society we want. One built on 
culture, or one built on control? A society that’s free, that develops 
naturally, or one that’s closed and controlling? Because that’s exactly 
what mass surveillance leads to. A society where there are no rights 
to private conversations is a society where people have lost their free-
dom. A society where you have no right to test out your thoughts and 
ideas without external monitoring has lost the very foundation of free 
speech.

This may sound dramatic, but there’s a limit to what constitutes 
a free society. And it’s important to respect that limit. Because it’s 
easy to step over it without noticing. Because change can come like a 
sloping path – one small step at a time, one individual new law at a 
time – rather than a sheer cliff. But the destination is the same, and 
the way back a much harder climb. 

Mullvad will always provide technical resistance. We will always 
fight for an internet free of mass surveillance. But we hope for more 
widespread resistance. From politicians, who are starting to take the 
issue seriously. From journalists, who are starting to investigate it 
more deeply. Ordinary people, whose lives are being mapped by com-
mercial companies and states, deserve a broader and better debate on 
the subject. Because ultimately, it’s a question of democracy.

Jan Jonsson
CEO, Mullvad VPN
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COMMERCIAL MASS SURVEILLANCE:  
THE BUSINESS MODEL



9

Commercial mass surveillance: The business model

The tech giants know  
everything about you  
– whether or not  
you use their services.

Your online behavior is the raw material from which one of the  

biggest economies in the history of the world has been built. But it 

isn’t the images you post, the comments you write or the messages 

you send that are the hard currency. It’s the data about the data 

that’s the true treasure. With what’s known as metadata, the tech 

giants aren’t satisfied with monitoring your life – they’ve decided 

to control it.

The internet has developed into an infrastructure where it’s pretty 
much possible to find out anything about anyone, any time. And this 
isn’t merely theoretical speculation, but a possibility that’s exploited 
every day. Surveillance has become the motor for the World Wide 
Web. Mapping everyone on Earth has produced one of the fattest 
cash cows in world history. This may sound a bit exaggerated coming 
from a company offering services for online privacy, but the fact is 
that this is what the harsh reality looks like. Every step we take is fed 
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into huge systems where AI and machine learning is used to register, 
categorize and calculate what we’ll do next.

Essentially, there are two types of organizations carrying out 
mass surveillance in the digital world: those monitoring people to 
earn money (tech companies) and those monitoring people to control 
them (states). Often, their paths cross – not least when the latter step 
in and root around in the tech companies’ data storage. We will come 
back to the state surveillance later, but let us now start with those 
who collect large amounts of data for commercial purposes.

Let’s start with the obvious stuff. The tech giants companies log 
your activity on their platforms to earn money. If you have a Face-
book account, Meta collects data on your activity there, and if you use 
Messenger, Meta saves the private messages you write to family and 
friends1 (unless you click on end-to-end encryption, which they’ve 
launched recently). If you use Google’s services – for example if you 
send an email with Gmail or login to YouTube to check out a video 
– Google saves and categorizes everything you do, because you’re on 
their platforms. When you use apps on your phone, they of course 
log your activity too. And social networks freely swap this informa-
tion back and forth between each other.2 Among other leaks, it’s been 
revealed that Meta leaked personal conversations to some of the 150 
partners3 who seem to fall outside the privacy rules the company set 
up after the Cambridge Analytica scandal.4 These are collaborations 
that aren’t visible on the surface and which you can’t control in the 
user settings5, but which often only come to public notice during 
leaks, trials and questions to congresses or parliaments. The collected 
data is used to tailor your filter bubble and to target information and 
advertising to you. As we’ve already said, this is obvious. This is the 
data you transfer when you accept the terms of use. It’s just as obvious 
that you can choose not to use this type of service. Of course there are 
alternative social media channels that have chosen another way (they 

Commercial mass surveillance: The business model
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aren’t exactly numerically superior right now, but they do exist). For 
example, you can choose the messaging service Signal6 if you want 
to communicate privately. But the huge problem with today’s wide-
spread data collection is that you don’t even need to be active on the 
major services to contribute big data to big tech.

It’s enough to simply surf with a normal web 
browser to contribute to data collection.
The collected data that comes from your activity when you’re logged 
in on social media is just the tip of the iceberg. The really big data 
collection – the one that grinds along day in, day out and registers  
everything you do – continues regardless of whether or not you choose 
to use Facebook and Google. You could have avoided Meta your entire 
life – it still knows everything about you. It’s enough to simply surf 
with a normal web browser to climb aboard this carousel. But how 
is that possible? Meta actually reveals the method right there in its 
name. The technology it uses is metadata.

“	Metadata made it technically 
possible to rewind the events 
in someone’s life going back 
months or even years.” 
Edward Snowden
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In 2012, something happened that changed both how Edward 
Snowden viewed his employer (the NSA, which is responsible for  
foreign signals intelligence in the USA) and how he viewed the world 
around him. The governments in Australia and the UK proposed to 
make it mandatory to register metadata on the internet. In his book 
Permanent Record, he describes how “this was the first time that  
notionally democratic governments publicly avowed the ambition 
to establish a sort of surveillance time machine, which would en-
able them to technologically rewind the events of a person’s life for a  
period going back months or even years”. Snowden argues that it 
was a final mark of the western world’s transformation from being 
a creator and defender of the free internet to becoming its opponent 
and future destroyer. But to paraphrase the current NSA: it was only 
metadata.

So what is metadata? Bruce Schneier, a leading American crypto
grapher and security expert, describes it as data about data. In his 
book Data and Goliath, he writes:

“In a text message system, the messages themselves are data, but 
the accounts that sent and received the message, and the date and 
time of the message, are all metadata. An e-mail system is similar: the 
text of the e-mail is data, but the sender, receiver, routing data, and 
message size are all metadata. Metadata may sound uninteresting, 
but it’s anything but.”

After Snowden leaked the NSA documents, Bruce Schneier 
worked with one of the journalists who was there in that hotel room 
in Hong Kong: Glenn Greenwald from the Guardian. Schneier helped 
Greenwald analyze the more technical parts of the leaks, and as he 
did so described the problem of dismissing metadata as something 
non-personal.

“One government defense is that the data collected is ‘only  
metadata’. This seemed to mollify many people, but it shouldn’t have. 

Commercial mass surveillance: The business model
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Collecting metadata on people means putting them under surveil-
lance.”

Bruce Schneier compares it to hiring a private detective. A private 
detective can bug their target: listen in on everything the person says 
in their home, during their phone calls and so on. That’s data. But 
then the private detective can also choose to carry out surveillance 
on their target. And that produces a different type of report. Who the 
person meets, where they go, where they spend time, which people 
they write to, what they read and buy. That’s metadata.

“Eavesdropping gets you the conversations. Surveillance gets 
you everything else,” writes Schneier. “Metadata reveals our intimate 
friends, business associations. It reveals what and who we’re interested 
in and what’s important for us, no matter how private.”

“	Metadata absolutely tells  
you everything about  
somebody’s life. If you have 
enough metadata you don’t 
really need content.”
Former NSA general counsel Steward Baker

Commercial mass surveillance: The business model
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The collection of metadata for commercial purposes means the tech 
giants can map your entire life. Essentially, metadata makes it possi-
ble to keep track of all the sites you visit, all the searches you do, all 
the people you talk to, how often you talk to them and for how long. 
In addition to this, the tech giants have the technical skill and not 
least the will to log everything on detail level as well: exactly what 
you buy online, which ads you look at, which products you like and 
which ones you quickly scroll past, which texts you read and which 
videos you watch (and once again, how often and for how long). And 
they have access to all this regardless of whether or not you’re logged 
into their services, because the internet’s infrastructure means that 
essentially every site in the world collaborates with the tech giants for 
commercial purposes.

Stewart Baker, former general counsel for the NSA, expressed 
this clearly7: “Metadata absolutely tells you everything about  
somebody’s life. If you have enough metadata you don’t really need 
content.” 

His colleague Michael Hayden, former director of the NSA and 
CIA, agrees, and in a debate at John Hopkins University8 referred to 
Baker when he said: “Baker is absolutely right. We kill people based 
on metadata.”

“We don’t lie to our search engine. They know 
more about what I’m thinking of than I do.”
As we said before, this article isn’t about state mass surveillance,  
but we think state representatives provide a clear picture of what 
metadata is and how accurately it can be used. It’s also important 
to emphasize this: the NSA categorizes search histories as metadata. 
Bruce Schneier says you can argue whether data from search engines 
is data or metadata, but the fact that NSA categorizes it as metadata 
should suffice to dismiss their ‘It’s only metadata’ argument.

Commercial mass surveillance: The business model
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“We don’t lie to our search engine,” says Schneier. “Google knows 
what kind of porn each of us searches for, which old lovers we still 
think about, our shames, our concerns, and our secrets. If Google  
decided to, it could figure out which of us is worried about our mental 
health, thinking about tax evasion, or planning to protest a particular 
government policy. I used to say that Google knows more about what 
I’m thinking of than my wife does. But that doesn’t go far enough. 
Google knows more about what I’m thinking of than I do, because 
Google remembers all of it perfectly and forever.”

Leah Elliott, who’s a satirical cartoonist and digital rights activist, 
is thinking along the same lines. In her series Contra Chrome9 – How 
Google’s Browser became a threat to privacy and democracy – she 
expresses it like this:

“You think you are browsing the web, when in reality, Google and 
others are browsing you. Extracting your experiences without your 
awareness, your knowledge, or your consent.” 

Bruce Schneier’s comparison with a private detective is good, but 
it’s not quite sufficient, because the life we live digitally isn’t totally 
comparable with the life we live in the physical world. Because what 
we search for in search engines and on the sites we visit reflects our 
thoughts in a way that our physical behavior doesn’t. The internet has 
reduced the distance between thought and action in a way that has 
no equivalent in the physical world. If we’re worried that we drink 
too much, we can google it; we don’t need to go out and throw away 
all the whiskey bottles in the garbage, sneakily read a book on the  
subject at the library or go to a physical meeting with the private de-
tective on our heels. Mapping people online means invading their 
heads and reading their thoughts before they blossom and become 
actions. 

In the same way, metadata isn’t entirely comparable with the  
direct conversations we have online. There are parts of your life that 
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you’re perhaps not ready to write or talk about with other people, 
but which you explore in private. Metadata even makes it possible 
to detect things we perhaps don’t even know about ourselves. Minor 
changes in the types of food you search for can indicate that you’re 
pregnant even before you’ve done a test. Metadata also equates to 
collection of data that isn’t legal in many countries. For example  
recording your political, sexual or religious orientation. If you visit 
your church website every Sunday, it’s probable you belong to that 
religious community. This is data that the tech giants have on you, 
but which is prohibited by law. The tech companies hide behind the 
argument that ‘it’s only metadata’ and that it’s anyway it’s anony-
mous data – but in the fraction of a second, this information could be 
de-anonymized and linked to you personally.

In the documentary The Big Data Robbery10, Harvard professor 
Shoshana Zuboff calls metadata ‘waste’.

“Back in the year 2000, these data were considered just extra 
data. People called them things like data exhaust. Eventually it was 
understood that these so-called waste materials harbored these rich 
predictive data.”

This insight completely transformed the internet. The way  
people surfed became the true treasure, and the tech giants made a 
fortune from metadata. But it isn’t only the known large companies 
who are getting in on the new digital marketplace. For example, the 
new economy has attracted data brokers who grab a slice of the cake 
by simply collecting, buying and selling data about the sites people 
visit, the searches they do and so on.

Commercial mass surveillance: The business model
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“	Right from the start, they  
understood that these 
mechanisms had to be hidden. 
They had to observe through 
a one-way mirror. That’s what 
makes it surveillance.”
Shoshana Zuboff

Commercial mass surveillance: The business model
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Zuboff calls the internet’s new infrastructure ‘Surveillance Capitalism’. 
Capitalism because they make money from mapping people’s behavior 
on the internet. Surveillance because they observe us in secret and 
use methods developed to prevent us becoming aware of them.

“The companies like to say ‘We collect data so that we can improve 
our service’, and that’s true. They collect data and some of it is used 
to improve the service to you. But even more of it is analyzed to train 
what they call models, patterns of human behavior. So once I have big 
training models, I can see how people with these characteristics typ-
ically behave over time, and that allows me to fit your data right into 
that arc and predict what you’re likely to do, not only now but soon 
and later. This is what I call behavioral surplus; these data streams 
filled with these rich predictive data. Why surplus? Because right from 
the start these were more data than was required to improve products 
and services.”

Your behavior on the internet is sold to both 
banks and insurance companies.
In her book The Age of Surveillance Capitalism, Zuboff writes that the 
tech giants realized at an early stage that they would have to conceal 
their business model. In an interview in Contagious Magazine11 she 
explained her reasoning.

“Google understood that just grabbing your experience, bringing 
it into data for their own systems of production and sales, was not 
going to sit well with people. So, right from the start, they under-
stood that these mechanisms had to be hidden. They had to observe 
through a one-way mirror. That’s what makes it surveillance.”

The actual mechanism is concealed. It’s hidden in hundreds of 
policy pages that nobody can be bothered to read (it’s much easier 
to just press ‘Accept’ when the cookie question pops up). Or not even 
known: like when Meta refuses to explain what data it collects, even 
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when a court asks it.12 But the tech giants have been extremely trans-
parent about the actual philosophy behind surveillance capitalism, 
right from the start. Mark Zuckerberg has talked about how privacy is 
no longer a social norm.13 Or when Eric Schmidt, Google CEO during 
the period 2001–2011, expressed it like this in an interview 14: 

“If you have something that you don’t want anyone to know,  
maybe you shouldn’t be doing it in the first place.” 

The funny thing was that Schmidt then blacklisted American 
media website CNET15 because their journalists had revealed infor-
mation about Schmidt in an article. Information they’d discovered 
simply by Googling. 

An even clearer statement and proof of Google’s attitude in the 
early 2010s came in another interview16 where Schmidt said: “We 
know where you are. We know where you’ve been. We can more or 
less know what you’re thinking about.” 

Since then, the quantity of data collected has only increased. As 
Tristan Harris, former design ethicist at Google and later founder of 
The Center of Humane Technology17, expressed it in the documentary 
Social Dilemma18: “They know when people are lonely. They know 
when people are depressed. They know when people are looking at 
photos of your ex-romantic partners. They know what you’re doing 
late at night. They know the entire thing. Whether you’re an introvert 
or an extrovert, or what kind of neuroses you have, what your person-
ality type is like.”

Commercial mass surveillance: The business model
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“	We build systems that spy  
on people in exchange for  
services. Corporations call  
it marketing.”
Bruce Schneier

Just like Shoshana Zuboff, Bruce Schneier is careful to point out this 
business model as surveillance and nothing else.

“Corporations call it marketing, but it’s surveillance. Surveillance 
is the business model of the internet. We build systems that spy on 
people in exchange for services.” 

Surveillance is ultimately about control – that’s the whole point 
of it. And it’s clear that the business model prevailing on the inter-
net today isn’t merely about observing. The infrastructure that’s been 
built makes it possible to use what Zuboff calls ‘future behavior’ to 
steer people in the direction you want. Behavioral data has become 
the tool used to tilt people in different directions, for financial or  
political gain. Zuboff says the tech giants have gone from monitoring 
to activating.19 In her book The Age of Surveillance Capitalism, she 
writes:

“Automated machine processes not only know our behavior but 
also shape our behavior at scale. With this reorientation from knowl-
edge to power, it is no longer enough to automate information flows 
about us; the goal now is to automate us. Today’s prediction products 
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are traded in behavioral futures markets that extend beyond tar
geted online ads to many other sectors, including insurance, retail, 
finance, and an ever-widening range of goods and services compa
nies determined to participate in these new and profitable markets.  
In the thousands of transactions we make, we now pay for our own 
domination.” 

Commercial mass surveillance: The business model
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COMMERCIAL MASS SURVEILLANCE:  
THE ACTORS BEHIND  
THE DATA COLLECTION
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Commercial mass surveillance: The actors behind the data collection

Here are the companies mapping your life.  

Part 1: Big Tech  
– they’ve collected so  
much data about you that  
they’ve lost control.

You already know which big companies collect data for commercial 

purposes. But the question is whether you’re aware of the absurd 

extent of this data collection. You can take as long as you like to 

think about it, but the answer is still ‘No’. Not even the companies 

themselves know how much data they collect, where it goes and 

how they should control it.

Mapping human behavior on the internet through collection of data 
that’s in fact extremely private has formed the basis for one of the 
world’s biggest economies. We will later explain how the actual data 
collection is done, and what the data is used for. But first, let’s take 
a moment to identify which tech companies run this marketplace of 
behavioral data that the internet has been transformed into – and to 
look at the absurdly large amounts of data they collect.

Let’s start with the internet service providers. It’s pretty obvious 
that they keep track of what you do online (unless you’re using a VPN, 
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of course). Nor is it particularly strange that they do this, because in 
most countries they’re forced to log your traffic by law. That doesn’t 
mean all internet service providers make an extra buck by selling 
the data on – but in a country like the USA it’s extremely common.20 
An investigation by Vice discovered that it was even possible to buy  
people’s geographical location in real time.21 And according to a re-
port by the Federal Trade Commission (FTC) in the USA, at least six 
of the largest internet service providers map their customers’ internet 
behavior 22 and their alternatives for offering their customers privacy 
are an illusion. 

So what else is there? Payment services: For example, Paypal has 
been reported to have terms and conditions that are longer than 
Shakespeare’s Hamlet23, which gives a good indication that their data 
collection is somewhat excessive. The apps in your phone: Washing-
ton Post journalist Geoffrey A. Fowler calculated the total number of 
words in his phone’s privacy policies24 and they added up to around 1 
million – or twice as long as Tolstoy’s War and Peace, if we’re going to 
continue the comparison with classic literature. And yes, user agree-
ments this long equals data collection. When it comes to the apps, lo-
cation data is one of the most attractive items. And in this particular 
category, there’s no limit on the sensitivity of the data25 that’s sold to 
the highest bidder; visits to medical clinics and religious institutions 
are amongst the basic products in a marketplace where people’s phys-
ical movement patterns bring in 12 billion dollars a year.26 And don’t 
think you’re immune because you’ve switched off location services. 
For the sake of simplicity, let’s use Meta as an example. Its business 
model includes paying its way out of court cases. This is no problem 
for it financially, but for every settlement we get to know a bit more 
about its methods. In a single agreement in 2022, for example, it 
paid 37 million dollars after having tracked 70 million users27 despite 
them rejecting the location service function. Still more expensive 
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was the settlement with those affected by the Cambridge Analytica 
leaks, where Meta agreed to pay 725 million dollars28 after leaking 
data including private conversations. Meta in itself deserves a more 
exhaustive presentation. You’ll probably agree when you’ve read the 
next few paragraphs.

Meta – doesn’t even know itself how much  
data it collects, where it goes or how it could 
be deleted.
Both Google and Meta offer you as a user the opportunity to control 
and review the data collected by the company about you. But this is 
a false impression, and far from the entire truth. Meta doesn’t even 
want to reveal in court how much data it has. In a hearing linked 
to the Cambridge Analytica scandal29, the company agreed to share 
data that can be found under ‘Download Your Information’ but argued 
that it wanted to keep data from ‘non-consumer parts of Facebook’ 
outside the courtroom. When the court didn’t agree with this and 
demanded an answer from two of Meta’s heads of development, they 
answered that not even Meta knows exactly how much data it has on 
people. “I don’t believe there’s a single person that exists who could 
answer that question.” 30

In spring 2022, leaked documents gave the same picture when 
employees at Meta admitted that “We do not have an adequate level 
of control and explainability over how our systems use data”.31 Vice 
magazine published parts of the leak where employees at Meta com-
pared its system with pouring ink in water.

“We’ve built systems with open borders. Imagine you hold a bottle 
of ink in your hand. This bottle of ink is a mixture of all kinds of user 
data: third-party data, first party data, sensitive data. You pour that 
ink into a lake of water (our open data systems; our open culture). 
And it flows everywhere. How do you put that ink back in the bottle?  

Commercial mass surveillance: The actors behind the data collection
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How do you organize it again, such that it only flows to the allowed 
places in the lake?”

The image emerges of a Meta without control over its (your) data. 
All that remains is to try and work out how much data it actually has. 
Over the years, there have been indications that the quantity is quite 
simply absurd. When ProPublica mapped Facebook’s data collec-
tion, it turned out that as early as 2016, Meta had a dizzying 52,000 
unique attributes32 which it used to categorize people with the help 
of machine learning. Meta certainly wants to give the impression 
that the data collection primarily comes from users’ activity on their 
platforms. But you only have to read about scandal33 after scandal34 
after scandal35 where Meta and data leaks have gone hand-in-hand 
to get a completely different picture. The leaks are often linked to the 
technology that they once called Facebook Pixel; the ad system that 
billions of sites use and which makes it possible for Meta to reach 
far beyond its own apps when it feeds its AI and machine learning 
systems with data.

	 Meta collects information about  
customers who’ve bought pregnancy 
tests and sought consultations for 
erectile dysfunction. This applies to 
people all over the world, regardless  
of whether or not they have a  
Facebook account. 

To put it simply, Meta’s Pixel system means websites give Meta access 
to how their site visitors behave – what they buy, what they avoid, 
what texts they read, what videos they look at and so on – and in  

Commercial mass surveillance: The actors behind the data collection
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return the sites get to use Meta’s total data collection to optimally  
tailor and target their ads (on Meta’s platforms and in its ad system). 
In an investigation by The Markup36 it emerged that one in three of 
the world’s most popular 100,000 websites were linked to Meta Pixel. 
It’s this infrastructure that means Meta can keep track of internet  
users all over the world, regardless of whether or not they have a 
Facebook account.37

When a leak via Meta Pixel is revealed, the newspaper headlines 
are often about how it has been possible to link sensitive purchases or 
online behaviors to real people via email addresses or phone numbers. 
For example, it has emerged that the Pixel technology registers data 
about pharmacy customers who bought HIV tests, pregnancy tests 
and who sought consultations for erectile dysfunction.38 But there’s 
actually no difference between a ‘scandalous leak’ where personal 
data such as email addresses has been leaked together with online 
behavior, and the constant flow of collected data that tech companies 
suck in every day, where the data can be linked to people with other 
methods: using IP addresses, cookies and other techniques. It doesn’t 
matter how much the tech giants excuse their actions by saying the 
data they have for profiles is anonymized. You only need enough data 
about someone for it to be impossible to keep it anonymous. It takes 
no time at all to put together the jigsaw revealing who’s hiding behind 
the data – and then it’s de-anonymized. Particularly if your entire 
business model is based on huge AI and machine learning systems 
whose only purpose is to categorize everything an individual does to 
build a profile of them.

Even though Meta has access to data about its 2 billion users  
and also tracks people on every third site in the world, the company 
isn’t satisfied with that. As well as collecting its own data, it also buys 
extra data from what are known as data brokers.39 The total amount 
of data collected gives Meta the ability – which it described in leaked 
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documents40 – to target ads at people based on how they will behave, 
what they will buy and what they will think.

The scandals, the leaks and the absurd figures about how much 
data Meta actually collects gives us a good image of the company. But 
what perhaps says most about the company’s values and ambitions 
are the approaches it uses. It’s in the technical details that it becomes 
clear surveillance is the true core of Meta’s business model.

	 Meta collects the movements you 
make with your mouse, the messages 
you’ve written on social media but 
never posted and how you move  
when you carry your mobile phone, 
even when you’ve clicked to refuse 
sharing location data.

Meta isn’t exactly known for being transparent about how the compa-
ny collects data and what it does with it. But you can use a back door to 
get into its thinking by reading its patents. It calls one of them Offline 
Trajectories41, and it’s about using techniques that can predict when 
you’re about to lose signal and go offline. Several of the company’s 
patents relate to this – in other words, finding ways to locate you even 
if you resist. One patent is called Location Prediction Using Wireless 
Signals on Online Social Networks42, and just like it sounds, it’s all 
about using the strength of your Wi-Fi connection or reading your 
Bluetooth to locate you. In the same way, Meta has used other peo-
ple’s mobiles (near you) to identify your position even when you have 
location data switched off. Meta has been sued for breaking Apple’s 
Tracking Transparency 43 and has itself admitted it can track people 
even when location services are switched off.44
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But nothing has revealed the extent of Meta’s data collection as clear-
ly as the aftermath of the Cambridge Analytica scandal45, where 87 
million users’ metadata and personal messages went straight to an 
analysis company using the information to affect the American pres-
idential election. Amongst other things, it emerged46 that Meta reads 
and registers your movement patterns with your computer mouse 
and the public Wi-Fi networks in proximity to tracked mobile phones. 
They use mobile masts and GPS to work out where you are. And they 
log your battery percentage, available storage space, installed plug-
ins and the speed of your connection to identify you. The company 
also admitted that it uses metadata from images you take with your 
phone (data that isn’t visible to the naked eye but which is embedded 
in the pictures) to identify and track you. Spokespeople for Meta also 
confirmed it registers IP addresses and purchases data from data bro-
kers to build clearer personal profiles.

	 Meta’s patents reveal the core  
of its business model and its  
ultimate ambitions. One of the  
patents even aims to predict  
when you’re going to die.

Meta has also been exposed for using something called the acceler
ometer to track people47; this is the hardware in your phone that 
measures your movements and direction and which means, for ex-
ample, that your phone can switch between vertical and horizontal 
mode. By mapping movement patterns and linking them to other 
apps on your phone, Meta has been able to identify how you move 
and when you visit different types of places. This technology has 
even been used to match with mobiles close to you, and suddenly it  

Commercial mass surveillance: The actors behind the data collection



30

becomes extremely clear that the tech companies have access to tech-
nologies far beyond the obvious in their hunt for personal data. In 
another invasive way, Meta has monitored what people have written 
but not posted48 in different online forms. Meta calls these unposted 
thoughts ‘self-censorship’. We’ll say that again – text you wrote but 
that, for whatever reason, you chose not to post, has been saved and 
logged by Meta. But none of this truly comes as a shock any more. 
Meta also has patents for technology that can predict when people 
go through ‘life changing events’ by analyzing everyday routines and 
how your sleep changes (with your phone on your nightstand, every-
thing’s possible). The patent even aims to predict when you’re going 
to die.49 Welcome to a brave new world.

Google – with a monopoly in terms of both 
search engine and web browser, it knows  
everything about everyone.
Of course, even if Meta appears to be extremely good at data collec-
tion, it faces stiff competition in Google. While Meta Pixel is present 
on one in three sites, Google’s equivalent, Google Analytics, manages 
74%.50 The way it works is roughly the same. When a website has 
Google Analytics installed – to measure and analyze the traffic on the 
website and link it to Google’s ad system for more accurate market-
ing – Google also gets access to how visitors behave. But that isn’t the 
only tool in Google’s belt.

The company also provides free fonts for websites. This is an  
offer that 60 million sites have found difficult to refuse. And just 
like the company’s analysis tool, these come with the same demand 
for something in return: that Google can collect information about 
site visitors. On websites using Google Fonts, it can monitor visitors  
and how they behave by registering their IP address51 and then cross-
referencing it with all the other information it has that’s connected 
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to that particular IP address. The same sort of collection takes place 
wherever there’s a Google search box embedded in a website (this also 
applies wherever there’s a ‘share’ button from Facebook, Twitter or 
Instagram). Overall, this gives Google an enormous flow of data. But 
we all know this is only the start.

	 In 2022, Google paid 400 million  
dollars in a single settlement – then 
carried on with its core business:  
collecting personal information.

9 out of 10 people who use a search engine52 do so by googling. This 
means Google has an insight into the inmost thoughts and life of vir-
tually every internet user in the world. And it doesn’t even end there. 
7 out of 10 browsers53 used today are Google’s Chrome, a browser 
used to google you rather than you using it to look things up.54 Add 
YouTube and Gmail, and what Google knows about the world and its 
inhabitants is almost limitless. 

Just like Meta, Google has a huge budget for legal settlements55 
(in a single settlement in 2022, it laid out a cool 400 million dollars 
– before continuing to collect data as before). But even if it can finan-
cially cope with this, trends indicate that Google will have to start 
adapting. Because Google Analytics has essentially been outlawed in 
several countries.56 In addition, third party cookies are under enor-
mous legal pressure57 and Google itself has said it will phase out this 
type of tracking by 2024 at the latest.58 But at the same rate (or faster) 
that laws catch up with the tech giants, they move the focus to new 
ways of collecting data.59 Because, don’t forget, that’s their core busi-
ness. As Larry Page, one of Google’s founders, said in an interview 
way back in 200160: “Personal information is Google’s business.”
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In recent years, Google has felt forced to take a number of measures 
to appear as if it cared about privacy, despite the fact that its entire 
business model is built on exactly the opposite. For instance, it has 
announced that it deletes data after 18 months.61 If we ignore the fact 
that this means your digital footprint will be saved for 18 months at 
a time, the obvious question is ‘Does it really matter what Google say 
it’s doing?’ When Washington Post journalist Geoffrey A. Fowler con-
tacted Google and asked why it was keeping 167 Gb of data about 
him – or 83,500 Stephen King novels, if you prefer – the company’s 
answer was merely: “We’ve long focused on minimizing the data we 
use to make our products helpful.” 62 When the abortion laws were 
changed in the USA, Google said it would proactively delete ‘partic-
ularly personal’ data about the places people visited63, such as abor-
tion clinics and hospitals. A year after this statement, nothing had 
changed.64 It’s worth repeating: personal information is Google’s 
business. This means it can’t entirely ignore the world around it. But 
it does also mean that it’ll probably continue handling new legal re-
quirements and pressure from the public by trying to find new ways 
of collecting data. At least until it changes its business model.

There are more tech companies that deserve a mention. TikTok 
has been accused of collecting large quantities of data65 and sharing 
it with the Chinese state. It is also clear on its own site that it collects 
things like keystroke patterns and the rhythm in how you write.66 
Amazon has been exposed collecting absurdly large amounts of data 
in both its digital ecosystem67 and in physical stores.68 And you really 
don’t want to know where your credit card transaction data goes.69  
As we’ve already said, the vast majority of the internet has been trans-
formed into an infrastructure where the collection of personal data 
is used to increase both revenues and power. And it’s going to take 
strong resistance to overturn that trend.
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Here are the companies mapping your life. 

Part 2: Data brokers – 
you’ve never even heard 
of them. They know almost 
everything about you.

It’s not just the tech giants that carry out commercial mass surveil-

lance. There are companies working in the shadows, with a single 

purpose: to collect, buy and sell data about your online activities. 

And the lists they offer for sale don’t make pleasant reading.   

If you visit a website for the first time and instead of clicking Accept, 
click Manage cookies when that infuriating cookie warning pops 
up, you can go through a list of the (often) hundreds of companies 
that have cookies or other tracking technologies represented on that 
site. You’ll probably expect to find companies like Meta and Google 
here, and you will – together with several other world-leading com-
panies like Amazon, X, Microsoft and so on. But if you scroll a couple 
more times, names start to appear that don’t sound quite as familiar:  
Kochava, Veraset, Cuebiq, Spectus, X-Mode... and the list is practically 
endless. These are what are known as data brokers. Companies that 
exclusively devote themselves to one single thing: collecting, buying 
and selling information about your internet behavior.
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In other words, data brokers don’t offer any social media or any other 
type of app in exchange for collecting data about you. They don’t run 
any website where they sell ads. They trade in data – and that’s all. 
And how they trade. Acxiom is one of the biggest actors. Even back in 
2018, they had data on more than 700 million people and they have 
boasted that they can offer facts about everything from people’s in-
come, marital status and interests to which grocery stores they shop 
in and whether their boiler needs replacing.70

	 Data brokers sold information about 
how children moved in the physical 
world, which people had visited  
clinics linked to pregnancy and lists  
of people with addiction problems.

These actors track you via third-party technologies on almost every 
website you visit. In a way, data brokers are the ultimate proof of what 
the internet has become. Every time they turn up in a cookie list, they 
are a reminder that your online activity is being monitored. Let’s use 
Acxiom as an example: they say they have 1500 different informa-
tion points on every single one of the 200 million Americans in their 
system. And they haven’t obtained that quantity of data simply by 
tracking people via cookies and other website technologies. They’ve 
amassed that quantity of data by also buying data from other actors. 
Data brokers buy and sell data to each other, but they also buy data 
from other types of tech companies; for example by buying informa-
tion about your activities in different apps. In 2021, it was revealed 
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that data brokers had purchased location data from Life360 71, an app 
in which 33 million parents keep track of where their children are 
by tracking the child’s phone. You might wonder exactly why data 
brokers need to know where millions of children are and who they’re 
selling that data to. But that’s just one example of how repulsive the 
market is. There are many more examples, particularly if we look at 
the type of data that data brokers sell.

In 2022, a lawsuit was brought against Kochava for having tracked 
hundreds of millions of people and sold sensitive data about their  
location.72 The data that Kochava sold made it possible, amongst  
other things, to identify people who visited addiction clinics, religious 
institutions and safe houses for people who had suffered domestic 
violence. Vice reported that for a meager 160 dollars it was possible to 
buy a full week’s list of the people who visited a specific clinic linked 
to pregnancy 73 – and that it’s even possible to see where the visitors 
came from and where they went afterwards. This is data that abso-
lutely anyone can buy. Including the state. It’s emerged that authori-
ties have purchased information about people’s immigration status74, 
religious belief and sexual orientation. And as early as 2013, it was 
possible to purchase records including addresses of police officers75, 
information about people who had been raped and lists of people 
with drug and alcohol dependencies.
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In a classic 60 Minutes interview76, Tim Sparapani, Facebook’s first 
Director of Public Policy, gave viewers an insight into how data bro-
kers act and how the market works (Meta buys a large quantity of 
data from these data brokers)77. And we’ll end this chapter by pre-
senting a complete section of that conversation.

Tim Sparapani: You can buy from any number of data brokers, by 
malady, the lists of individuals in America who are afflicted with a 
particular disease or condition.

Steve Kroft: Alcoholism?

Tim Sparapani: Yes, absolutely.

Steve Kroft: Depression?

Tim Sparapani: Certainly.

Steve Kroft: Psychiatric problems?

Tim Sparapani: No question.

Steve Kroft: History of genetic problems?

Tim Sparapani: Yes. Cancer, heart disease, you name it, down to the 
most rare and most unexpected maladies.

Steve Kroft: Sexual orientation?

Tim Sparapani: Of course.
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Steve Kroft: How do they determine that?

Tim Sparapani: Based on a series of data points they bought and sold. 
What clubs you may be frequenting what bars and restaurants you’re 
making purchases at, what other products you may be buying online.

Steve Kroft: And all of this can end up in a file somewhere that’s 
being sold maybe to a prospective employer?

Tim Sparapani: Yeah, not only can it, it is, Steve.

Steve Kroft: With all this information and your name attached to it?

Tim Sparapani: Yes. Exactly.

Ashkan Soltani (privacy and technology specialist): The IP address 
and the computer ID number are recorded and it’s not difficult for 
data brokers to match that information with other online identifiers. 
There are firms that specialize in doing it. 

Steve Kroft: So you can combine this data with other data that’s 
available figure out who someone is?

Ashkan Soltani: That’s right.
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Commercial mass surveillance: The technology behind the data collection

How the commercial mass 
surveillance companies  
collect your data and map 
your life.

The tech giants follow every step you take regardless of whether or 

not you use their services. But how does it actually work when they 

steal your behavior and place it in huge AI and machine learning 

systems to build a profile of you? Here are the methods behind the 

surveillance.

What techniques do the tech giants like Meta and Google use to  
collect data on essentially all of the world’s internet users? Before 
we answer that question, we need to make couple of observations.  
1) If you use the tech giants’ services, it equates to voluntarily giv-
ing your data away. For example, if you use Facebook, Meta collects 
your activity there. If you use Chrome, Google registers every step you 
take in the web browser.78 And no, incognito mode doesn’t save you.79  
2) You don’t even need to use the tech giants’ services for them to 
keep track of how you behave online. They reach far beyond their own 
user base when they collect data. Now let’s take a look at how the data 
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is collected. And it’s point 2 we’ll be focusing on. Because this type of 
mass surveillance takes place without people being conscious of it, 
and without them having given their consent to it.

We’ll go through the technologies used to check that it’s you vis-
iting a certain site or doing a particular search. These tools are essen-
tial for the tech giants to collect data. They have to keep track of the 
fact that it’s you and nobody else who comes to a particular site, they 
have to be certain it was you that did that last Google search to add 
it to the right pile. Identification is the key to being able to build a 
profile of you. Once they know it’s you out there browsing, they start 
up the heavy machinery: everything you do goes into huge AI and 
machine learning systems that register, categorize and analyze your 
behavior. So they can predict what you will do next, so they can try 
to influence you in a particular direction for commercial or political 
gain. Let’s start with the most commonly used identification tech-
nique: your IP address.

Your IP address – the most common and  
simplest way of identifying you.
Everyone who has internet access has been allocated an IP address 
by their internet provider. This is part of the internet’s basic structure. 
Every website you visit also has an IP address, and it’s the IP addresses 
that make sure the traffic goes to the right place when it’s sent back 
and forth. This is good (you want the internet to work), but it also 
means we each have a digital ID card that the internet service pro-
viders use to register all the sites you visit. They are forced to carry 
out this logging by law in most countries. The idea is that it should be 
possible to reveal details about internet traffic and information about 
who is behind a particular IP address in case an authority asks for it 
(for example if the police require it during an investigation). But it 
doesn’t stop there. Depending on what country you’re in, it’s more 
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or less likely that in practice the internet service providers give the 
authorities continuous access to traffic regardless of whether or not a 
crime has been committed. Or even sell your online behavior to make 
money.80

There are also other reasons for concealing your IP address (via a 
VPN) because IP addresses are used in several other contexts to iden-
tify, track and map your activity. The state uses IP addresses when it 
eavesdrops on all of our traffic by quite simply connecting to the large 
internet cables that physically run between countries. And of course 
there are always the tech companies that use IP addresses when they 
carry out mass surveillance for commercial purposes. 

When tech giants and data brokers employ different techniques 
to pursue you from one site to another and map your movement pat-
terns on the internet, one of the things they use to identify you is your 
IP address. The same thing applies when they study in detail what 
you do on each site (which texts you read, which images you stop at, 
which purchases you make, which products you quickly skim past, 
which videos you watch and so on). IP addresses are used to link the 
activity and the person.

We can’t be sufficiently clear here: Your IP address equates to 
sticking up your hand and shouting ‘Here I am’. It’s the easiest way 
to track you on the internet. And the only way to conceal your IP ad-
dress, and to discard your digital ID card, is to use a trustworthy VPN 
(or the Tor Network). This is the reason why Mullvad was started 
once upon a time (in 2009, to be precise).

Third-party cookies – tracking that you accept 
(because you actually have no choice).
Just like IP addresses, cookies have long been part of how the internet  
is constructed. Cookies are on websites so the site can remember 
things about you – and in fact so that the site works at all. For example:  
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you visit an e-retailer and add a product to your shopping cart. A 
cookie remembers the product is there when you click to go to the 
checkout. It’s thanks to a cookie that you can stay logged into a site 
over time. When you choose a language on a website it’s the same 
thing; tiny text files (which is what cookies are) are saved locally on 
your computer or phone and make sure the same language is used 
next time you visit. Cookies make the internet a comfortable place to 
visit. So why is there such a fuss about cookies? Well, because there 
are different types of cookies.

There are cookies placed on the site by whoever owns it, so that the 
website is user-friendly. This type of cookie is known as a first-party 
cookie. They’re there to give functionality to the visitor. But then there 
are cookies that are placed on the site for another purpose: to register 
your visit for somebody other than the site owner. These are called 
third-party cookies and they’re often linked to the tech giants such as 
Meta and Google (or to data brokers). And because these third- 
party cookies are placed on the majority of websites in the world, this 
type of cookie makes it possible for them to monitor your movement 
patterns. When you hop from a news site to an e-commerce site to 
a streaming service, the tech giants are there every time with their 
cookies. And that’s all they need to be able to build a single huge list 
of the sites you visit, and then, with the help of AI and machine learn-
ing, to build a profile of your online behavior. This type of cookie is 
why ads stalk you online. This type of cookie is what maps your life.
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	 You can say No to cookies, but some-
times that doesn’t even help. There are 
what are called ‘essential cookies’ that 
work even if you click ‘Reject all’. These 
include cookies from the tech giants.

You can say No to cookies. Everybody who’s ever been online knows 
that you have to click Accept, Manage or Reject cookies the first time 
you visit a site. The problem is that the infrastructure is construct-
ed in such a way that you actually don’t have a choice. There’s wide-
spread cookie fatigue that means we routinely click Accept to move 
on. Nobody can be bothered to read the almost endless user terms 
and conditions that appear when you click Manage cookies. And the 
cookie warnings are also designed for you to press Accept. The con-
cept of dark patterns means that Accept is often a large, bold green 
button and that Manage cookies and Reject cookies are more or less 
hidden or incredibly complicated to use. 

Still worse, even if you click Reject cookies, you can’t be sure your 
visit won’t be registered by a third party. There are cookies that are 
‘necessary’. You’ve undoubtedly seen the choice Accept only essen-
tial cookies. You may think ‘essential cookies’ are the same thing as 
functional cookies, but that’s not true. If you click through and start 
to read the apparently endless terms and conditions, you often find 
big tech companies listed under ‘essential cookies’. And in the small 
print, you can also see that this type of cookies can often kick in even 
if you choose Reject all cookies. Because the site owner has an essen-
tial collaboration with the tech giants that you don’t even have the 
option to reject. And here’s one more detail before we move on: if a 
website only uses functional cookies, the ones the website needs to 
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work as it’s supposed to work, you don’t even need to provide a cookie 
warning. And so you don’t even need to have the visitor click Accept. 
That’s why you don’t have to go through that process when you visit 
Mullvad’s site.

So what can you do to prevent third-party cookies from following 
you wherever you go? The easiest thing is to run a web browser like 
Mullvad Browser, which handles that and many other things for you 
(cookies and IP addresses are, as you’ll see if you read on, not the only 
way to track you). But otherwise, all you can do is be persistent and 
clear out your cookies (and cache) every time you’ve used your web 
browser. You can also use many different plug-ins and extensions that 
block third-party cookies. The problem is that even if you mask your 
IP address with a VPN and make sure you block or clear all of your 
cookies from time to time, there are other ways to track you via your 
web browser. And this is where we introduce you to browser finger-
printing. 

“	What makes fingerprinting  
a threat to online privacy?  
It is pretty simple.  
There is no need to ask for 
permissions to collect all  
this information.” 
The Tor Project
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Browser fingerprinting – tracking technology 
that works in the shadows.
When you visit a website, the site uses technology to ask a number 
of questions of your web browser: this could be the version of web 
browser you’re using, whether you’re visiting on mobile or desktop, 
which language you have set, the time zone you’re in, the different 
plug-ins and fonts you have installed, your screen resolution and so 
on. Many of the questions are also about your hardware: for example 
how fast your processor is and what graphics card you have installed. 
These are questions asked to allow the web browser to present the 
site in the best possible way. Just like cookies, this is part of the ba-
sic fabric of the internet that allows it to be as user-friendly as it is. 
But the problem is that questions are also asked that have nothing to 
do with functionality, but which are only there to identify and track 
you. The number of questions asked and the combination of answers 
makes it possible to take a unique fingerprint of you as a visitor. 

Let’s conclude by saying that in a time where third-party cookies 
are under legal pressure, browser fingerprinting plays by completely 
different rules. It’s quite simply technology that you can’t dismiss81 
by clicking Reject all. Because the tracking takes place completely in 
the shadows. And when the world begins to set restrictions on how 
the tech giants monitor people via cookies and IP addresses, it’s not 
a wild guess to expect them to use fingerprinting to an even greater 
extent in the future.

Surveillance via third-party scripts – how they 
keep track of exactly what you do online. 
Most websites use scripts (tiny fragments of JavaScript code) to work. 
These scripts mean that the websites work very well, but they can also 
be used to monitor visitors. Just like third-party cookies, this is a ma-
jor problem when somebody other than the site owner is involved. 
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If a website uses Google Analytics, there’s a script on the site from 
Google. If a site uses a special font, there’s a script from the font de-
veloper. If the site you visit uses Meta Pixel to maximize its ad reve
nues via Facebook, Meta has placed a script there. And when there 
are external scripts on the site, that’s when these actors can work out 
exactly what you’re doing.

A cookie can only identify you when you visit a site. If a cookie 
from the same third-party actor turns up on the next site you visit, 
they can start to follow you online and build a profile of how you 
move. The same is true with the IP address. It’s a unique ID card to 
make sure it’s you on the site. When it comes to scripts, things are a 
little different. They can be used to construct a browser fingerprint 
of you and so identify you. But above all, they can be used to take a 
closer look at exactly what you’re doing on the site. Scripts can find 
out exactly which minutes of the video you watch (and not just that 
you’re visiting YouTube again). Scripts can read how you scroll on a 
site, which ads you stop at and whether you’ve read the whole article 
or moved on after just half of it. It was scripts that Facebook used to 
collect what people had written in comment fields but then delet-
ed and never posted.82 Just collecting metadata – in other words the 
data that, together, build a profile of how you move online – is enough 
to map someone’s life. But scripts add an extra layer.

As we mentioned above, you can block third-party scripts, and 
Mullvad Browser has technology to do just that. But it’s important to 
remember that if a data collector succeeds in recording exactly what 
you’re doing on a site via scripts, they still need to identify that it’s you 
visiting for it to have any effect. If you mask your IP address using  
a trustworthy VPN and use a web browser that makes sure it’s hard 
to identify you via cookies and fingerprints, it doesn’t matter how  
accurately they can measure which parts of a YouTube video you most 
enjoyed – they still don’t know that it’s you.
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Let’s finish with a reminder: Using a trustworthy VPN and a privacy- 
focused browser is an easy way to counteract these types of data col-
lection and mass surveillance, however it’s worth to emphasize that 
the technological development is moving fast and other methods of 
monitoring whole populations will become more and more common. 
On the other hand, Mullvad will always keep on developing technical 
resistance against mass surveillance.
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Organizations that  
collect data often claim  
it’s anonymous. Research 
shows this is impossible.

When the tech giants collect huge quantities of data about your in-

ternet behavior, they always hide behind defenses such as ‘it’s only 

metadata’ or ‘we’ve anonymized the information’. But if you collect 

big data, it’s impossible to keep it anonymous. It’s enough for your 

phone to reveal four places you’ve been to work out that it’s you.

When tech giants collect data about people, they have two standard 
excuses. The first one is: ‘It’s only metadata’. In other words, they’re 
saying it’s not a problem because they don’t collect the actual con-
versation between two people (although in fact they do) or anything 
else concrete (in their eyes). But as we’ve already explained, metadata 
equates to mapping someone’s life. After this, they usually say: ‘We’ve 
anonymized the data’. And then they talk about how they’ve replaced 
the digits in an IP address or simply hidden it. Or removed other 
information that can be linked to a particular person. But the fact is 
that if you collect sufficient data, it’s impossible to keep it anonymous. 
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And because the entire business model of the tech giants is based 
on big data, this means your internet behavior can undoubtedly be 
linked to you as a person. For example, if you have access to several 
different databases and can compare them, you can de-anonymize 
people very quickly. Like when Netflix released 10 million film ratings 
from half a million anonymous users and, to prove the point, a team 
of researchers at the University of Texas83 succeeded in identifying 
several of them simply by comparing the ratings and the time they 
were made with ratings published publicly on the IMDb. And here’s 
another example: when the State of Washington sold medical data 
about anonymous patients for 50 dollars a time84, Harvard research-
ers could put names to several of them by comparing parts of the 
records with news articles about accidents and violent crimes.  

It’s difficult to identify someone if you only have access to one 
or two data points. But as soon as you have access to more, you can 
use classic exclusion methods to work out who’s behind the informa-
tion. In his book Data and Goliath, cryptographer and security expert 
Bruce Schneier gives a good example: The FBI needed to track some-
one sending anonymous emails from different IP addresses. When 
they looked at the IP addresses, it turned out they all belonged to 
different hotels. The person had been careful to change the hotel every 
time they wanted to send an email. But all the FBI had to do was 
examine the customer records from the different hotels. Was there 
somebody who’d checked in at all the hotels when the emails were 
sent? They didn’t have to look at many hotel stays before the list came 
down to a single person.

Research has often shown that you don’t need many data points 
to identify people. The fastest way is by using location data, if you 
have access to several places an anonymous person has visited. Think 
about it: there may be hundreds of people at your workplace, but  
how many of them shop in the same grocery store as you? There are 
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perhaps a couple of you that match both of these points. But add a 
few more data points and you’re done. Researchers at universities in 
the UK and Belgium have published methods saying that it’s possible 
to identify 99.98% of people on anonymous lists85 if there are a mere 
15 demographic attributes. Another group of researchers say that you 
only need four data points – if they contain place and time – to identify 
95%86 of individuals. In a further study, researchers looked at three 
months’ credit card statements87 to determine that it was sufficient to 
have four points – once again regarding place and time – to identify 
nine out of ten people.

	 The researchers had access to  
search histories from 657,000 users. 
There were no names, only a number 
linked to each list of searches. When 
they were done, they’d replaced the 
numbers with names.

Given how much data is collected about each of us as soon as we 
start up a web browser, anyone who wants to use the data (and de- 
anonymize it) barely needs to even use place and time parameters. 
Amongst the examples Bruce Schneier gives is when researchers ex-
amined the search history of 657,000 users. In total it involved 20 
million searches and the information was, as they say, anonymized. 
There was only a number linked to each list of searches. But by  
correlating different pieces of data, the researchers could replace 
numbers with names. We’ll say it again: your internet behavior is 
tracked and logged in detail. It doesn’t take long using exclusion 
methods to reduce the options down to just you. 
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Democratic and  
authoritarian countries  
are competing to see which 
of them can carry out mass 
surveillance most and  
best (worst).

USA and their friends in the surveillance alliance Fourteen Eyes 

have demonstrated that they have the capacity, the desire and the 

experience to monitor who they want, when they want, anywhere 

in the world. China and other totalitarian countries use mass sur-

veillance to control their inhabitants. It often feels like a dystopian 

arms race is going on around the world. But who is actually the best 

(worst) at making George Orwell’s 1984 a reality?

There are two types of mass surveillance. Commercial, which you have 
already read about. And mass surveillance carried out by states and 
rulers. Both are reprehensible, and our attitude is well-established: 
mass surveillance infringes individuals’ human rights88, invades the 
personal privacy free societies are built on, and is also ineffective 
against the problems it’s claimed to solve. This is the ultimate core 
of our business. Our company was founded in 2009 because the sur-
veillance laws were going in the wrong direction, and our message 
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to those in power all over the world is the same now as it was then: 
there’s a difference between surveillance and mass surveillance. Don’t 
get involved with the latter: don’t carry out mass surveillance on your 
population or that of other countries. Use targeted surveillance if 
there’s a suspicion of a crime, in a proportional way and via indepen-
dent court decisions.

We think human rights are worth preserving and defending. 
And it’s important to remember that they’re there to protect people 
against the state. They are a landmark to cling to, to prevent the worst 
parts of human history repeating themselves. They are there because 
people and those in power take bad decisions. Because governments 
change. Because no state should have total and uncontrollable power. 
Ultimately, the state should be there for the people and not the other 
way round.

Even if a large part of today’s mass surveillance is global, it origi-
nates in different countries and changes depending on what country 
you live in. So, let’s take a look at some of the clearest examples of how 
widespread it has become in large parts of the world. 

USA – with the capacity and experience of  
monitoring the entire population of the world.
There’s a problem with reporting the mass surveillance carried out by 
countries like the USA (at least if you want to stick to proven facts): 
they aren’t very happy about you talking about it. Of course there 
are exceptions. Like when self-satisfied managers like the CIA’s chief 
technology officer Ira ‘Gus’ Hunt give presentations and boast to jour-
nalists about how “we try to collect everything and hang onto it for-
ever”.89 Or when a senior Defense Department official explains that 
not even the Pentagon’s employees can expect to have their privacy 
respected: “We want our people to understand: they should make no 
assumptions about anonymity. You are not anonymous on this planet 
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at this point in our existence. Everyone is trackable, traceable, discov-
erable to some degree”. 

And sometimes a building says more than a thousand words, like 
when the NSA constructs enormous server halls out in the Utah des-
ert to store data.90

But to get mass surveillance down in black-and-white, to pro-
duce hard facts and figures, it requires brave whistleblowers like  
Edward Snowden. It’s only through this type of hero that we get an 
insight into what’s actually going on. Even now we still don’t have 
better answers than what Snowden gave us in 2013. We’d hoped for 
change in the wake of his revelations, but unfortunately they’re still 
relevant today, so that’s where we’ll start.

	 Snowden’s revelations showed that 
American authorities were monitoring 
hundreds of millions of people all over 
the world – every day.

American mass surveillance is possible thanks to Section 702 of the 
Foreign Intelligence Surveillance Act (FISA)91, a law that the USA 
renews every five years. Section 702 is the key to why American au-
thorities need no court decisions to monitor people. The law came 
into being on the pretext that terrorists were being tracked after  
the 9/11 attacks, and would ‘only’ refer to eavesdropping on non-Amer-
ican citizens, but as the law is written and as the internet is construct-
ed, in practice it means surveillance of both foreign and American 
citizens. When Snowden’s revelations emerged, it also turned out that 
it wasn’t just being used against people suspected of a crime, but that 
the American administration was carrying out mass surveillance of 

State mass surveillance



58

millions of people.92 Other documents that Snowden leaked demon-
strated how the National Security Agency (NSA) had the capacity to 
monitor essentially every person on the planet, and that they weren’t 
saving their powder: the documents showed, amongst other things 
that they collected 200 million text messages from different parts of 
the world – every day.93

Using the program Xkeyscore, the NSA’s analysts had access  
to a database covering “nearly everything a typical user does on the 
internet”.94 This included both direct data like emails in people’s in-
boxes, chat conversations and private messages on Facebook. But 
also things categorized as metadata; search histories and exactly 
what sites millions of people were visiting. Using XKeyscore the an-
alysts could also do searches on people’s internet behavior – entirely 
without judgments from either a court or even a superior inside the 
NSA.95 Either via a hard search: for example through an IP address 
or email address, which could give them access to virtually everything 
a specific person did online. Or via a soft search: a search for a key-
word or phrase, which could give them lists of people with a particu-
lar internet behavior. Snowden showed the world how easy it was for 
the NSA to search in XKeyscore and how much they could get out 
from the program. But where did all the data come from?

Section 702 contains two parts that give American authorities 
such as the FBI, CIA and NSA access to enormous quantities of data, 
and they go by the names of Prism (downstream) and Upstream.96 

Prism means that they have the right to demand data from 
American companies without a court decision. When the authori-
ties have free rein to request information from the world’s biggest 
tech companies, it’s not surprising that it ends in mass surveillance. 
But Snowden revealed that the situation was even worse. The leaked 
documents revealed that the authorities didn’t even need to request 
the material, but that they more or less had direct access to the tech 
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companies’ systems and servers.97 As Snowden wrote in his book  
Permanent Record: “Prism enabled the NSA to routinely collect data 
from Microsoft, Yahoo!, Google, Facebook, Paltalk, YouTube, Skype, 
AOL, and Apple, including email, photos, video and audio chats, 
Web-browsing content, search engine queries, and all other data 
stored on their clouds.”

Of course all the tech companies on the list denied that the FBI, 
CIA and NSA had direct access to systems and servers. Which maybe 
wasn’t all that strange, because the law can actually mean that it’s 
illegal for the companies to admit their involvement.98

“	The systems reacted to key-
words such as ‘anonymous  
internet proxy’ or ‘protest’. 
There, algorithms decide  
which of the agency’s exploits 
– malware programs – to use 
against you. Once the exploits 
are on your computer, the NSA 
can access not just your meta-
data, but your data as well.  
Your entire digital life now  
belongs to them.”
 Edward Snowden
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While Prism gave the NSA the right to demand data from American 
companies such as Microsoft, Facebook and Google, Upstream99 gave 
them the right to directly connect to the backbone used by American 
telephone and internet service providers. This involved major Ameri-
can telecoms companies such as AT&T 100 but also the world’s biggest 
router manufacturers, who built monitoring for the NSA into their 
products.101 Snowden again:

“Upstream collection, meanwhile, was arguably even more inva-
sive. It enabled the routine capturing of data directly from private- 
sector internet infrastructure – the switches and routers that shunt 
internet traffic worldwide, via the satellites in orbit and the high- 
capacity fiber-optic cables that run under the ocean.”

It would take a lot to prevent global internet traffic from travel-
ing via American servers, cables and services. That’s how the digital 
infrastructure and power relationships are constructed. In principle, 
Prism and Upstream therefore gave the American authorities the 
possibility of monitoring every person on the globe. Snowden showed 
that they could search people’s history, but also monitor them in real 
time. Handling that quantity of data required sorting, which was 
done via the Turmoil and Turbine programs. In Permanent Record, 
Snowden wrote:

“You can think of Turmoil as a guard positioned at an invisible 
firewall through which internet traffic must pass. Seeing your re-
quest, it checks its metadata for selectors, or criteria, that mark it 
as deserving of more scrutiny. Those selectors can be whatever the 
NSA chooses, whatever the NSA finds suspicious: a particular email 
address, credit card, or phone number; the geographic origin or des-
tination of your Internet activity; or just certain keywords such as 
‘anonymous internet proxy’ or ‘protest’. If Turmoil flags your traffic 
as suspicious, it tips it over to Turbine, which diverts your request 
to the NSA’s servers.  There, algorithms decide which of the agency’s 
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exploits – malware programs – to use against you. Once the exploits 
are on your computer, the NSA can access not just your metadata, but 
your data as well. Your entire digital life now belongs to them.”

Snowdens whistleblowing revealed that the American authorities 
were eavesdropping on people’s conversations, reading their messages 
and even looking right into their homes via cameras in computers 
and mobile phones. And yet it’s common for states carrying out mass 
surveillance to deny it and try to hide behind the phrase ‘we only col-
lect metadata’. As if that wasn’t enough. American cryptographer and 
security expert Bruce Schneier describes it as follows in his book Data 
and Goliath:

“In a text message system, the messages themselves are data, but 
the accounts that sent and received the message, and the date and 
time of the message, are all metadata. An e-mail system is similar: the 
text of the e-mail is data, but the sender, receiver, routing data, and 
message size are all metadata. Metadata may sound uninteresting, 
but it’s anything but. Collecting metadata on people means putting 
them under surveillance. Eavesdropping gets you the conversations. 
Surveillance gets you everything else. Metadata reveals our intimate 
friends, business associations. It reveals what and who we’re interest-
ed in and what’s important for us, no matter how private.”

Metadata includes all the websites you visit and your entire search 
history, and when you realize that, the ‘we only collect metadata’ de-
fense suddenly becomes very thin. Stewart Baker, former general 
counsel for the NSA, expressed this clearly 102: “Metadata absolutely 
tells you everything about somebody’s life. If you have enough meta-
data you don’t really need content.”

When Edward Snowden decided to turn whistleblower, he was 
firmly convinced that he needed to get hold of the right journalists for 
the job. The question was who was most suitable. He thought about 
this for a long time. Sketched out different criteria and scenarios. 

State mass surveillance



62

Tried to reason who would be best. But then he realized it was better 
to let the NSA system choose for him. Because of course he could enter 
a group of carefully selected search terms to produce a list of journal-
ists critical of the USA’s mass surveillance society. The system came 
up with names including Laura Poitras103 and Glenn Greenwald104, 
two of the journalists who finally met Snowden in that Hong Kong 
hotel room.

The fact that the NSA was monitoring journalists wasn’t particu-
larly surprising. The American surveillance apparatus wasn’t merely 
eavesdropping on terrorists and criminals. They were also carrying 
out industrial espionage105 and monitoring human rights organiza-
tions like Amnesty and Human Rights Watch.106 They weren’t simply 
listening to hundreds of millions of Americans, but for example also 
captured 70 million French phone calls per month.107 And of course 
the system was used to monitor politicians and world leaders.108 

We haven’t been able to get as good an insight into how the Amer-
ican authorities work since Snowden’s revelations. We don’t know ex-
actly how they carry out mass surveillance today. But Section 702 has 
been extended. And every year since 2013, more and more informa-
tion has emerged about how the NSA, CIA and FBI are sticking to 
their tactics of not merely monitoring suspects, but carrying out mass 
surveillance of the entire population.109 

In 2017, we all got a new insight into the American mass surveil-
lance apparatus. The leak was far from as comprehensive as Edward 
Snowden’s, but it was clear that these activities were still continu-
ing when Wikileaks revealed that the CIA had hacked into people’s 
phones, computers and TVs110 to carry out mass surveillance. And this 
time, not even the commercial partners denied it111: “If your spoken 
words include personal or other sensitive information, that informa-
tion will be among the data captured and transmitted to a third party 
through your use of Voice Recognition”, as Samsung expressed it. 
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“	End-to-end-encryption  
was a pipe dream in 2013. 
An enormous fraction of glo-
bal internet traffic traveled 
electronically naked. Now,  
it is a rare sight. But the  
capabilities governments  
had in 2013 seem like child’s 
play compared to today.”
Edward Snowden
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The quote could have come directly from George Orwell’s 1984 dys-
topia, with its telescreens that both sent out propaganda and listened 
to the population.

In 2023, Snowden gave his picture of how the world had changed, 
ten years after he had become a whistleblower.112 He spoke about how 
his revelations had made the tech companies introduce end-to-end 
encryption and that in many ways it’s no longer as easy for authori-
ties to simply eavesdrop on all internet communication. At the same 
time, the technical skill and development have advanced enormously, 
even on the other side. As Snowden expressed it:

“If we think about what we saw in 2013 and the capabilities of 
governments today, 2013 seems like child’s play. The idea that after the 
revelations in 2013 there would be rainbows and unicorns the next day 
is not realistic. It is an ongoing process. And we will have to be working  
at it for the rest of our lives and our children’s lives and beyond.”

The tenth anniversary of Snowden’s revelations received wide-
spread attention, and the majority of sources were in agreement that 
global mass surveillance has certainly not ceased, merely found dif-
ferent approaches.113

Europe – countries in close collaboration  
with the USA. Sometimes even worse than  
Big Brother.
But Edward Snowden’s whistleblowing didn’t expose only the actions 
of the American authorities. In the same way as the US Upstream 
system, the UK connects directly to the fiber optic network between 
the USA and Europe, and gives what it calls the Tempora program114 

access to internet traffic between the two continents. With Tempora, 
the British intelligence organization GCHQ could, it claimed, “Mas-
ter the internet”, and Snowden’s leak showed that it was a very apt 
description. In 2013, 300 GCHQ and 250 NSA employees worked 
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full time to analyze the data that arrived via 40,000 different key trig-
gers.115 In total, 850,000 NSA employees had access to the British 
system116, which processed 600 million ‘telephone events’ and other 
traffic every day via 200 fiber cables. Snowden called Tempora “the 
largest program of suspicionless surveillance in human history”.117 
But what did GCHQ have to say? When they trained new analysts in 
the tool, the presentation had the title “You are in an enviable posi-
tion – have fun and make the most of it”. It suddenly doesn’t sound 
so unlikely that NSA employees would pass around naked pictures of 
the people they were monitoring.118

And the USA and UK aren’t the only countries collaborating and 
sharing surveillance between them. Since the Second World War, 
the countries in the Five Eyes electronic eavesdropping alliance have 
shared data amongst themselves. From the outset, the members of 
the English-speaking Five Eyes pact were Australia, Canada, New 
Zealand, the UK and the USA. But Edward Snowden’s leaks revealed 
that the alliance had been expanded and that it now went by the name 
Fourteen Eyes, with the new members being Belgium, Denmark, 
France, Germany, Italy, the Netherlands, Norway, Spain and Sweden.

	 VPN actors who claim they are  
better because their business isn’t  
in a Fourteen Eyes country are  
ignorant and dishonest. The internet  
is a global phenomenon, and your  
traffic crosses the borders of several 
Fourteen Eyes countries as soon as  
you start to surf, regardless of where 
your VPN company is based.
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It’s important to emphasize: Mullvad VPN is a Swedish company, and 
our business is based in a Fourteen Eyes country. That has absolute
ly no impact on our users. The Fourteen Eyes agreement is based on 
collaboration between intelligence services and on the fact that they 
sometimes share the internet traffic that crosses their country bor-
ders in the physical cables that, for example, run under the Atlantic. 
As we’ve already observed, the internet is a global phenomenon and 
the majority of traffic is sooner or later routed via the USA, so it’s 
really not important where a VPN actor is based. Regardless of where 
their business is in the world, and regardless of where their servers 
are, their users will not be able to remain within those borders, be-
cause they will naturally visit websites and use services that are locat-
ed elsewhere. In addition, these 14 countries were revealed more than 
10 years ago. No VPN actor knows how high the figure is today and 
which countries are involved.

But fortunately, the whole idea of a VPN is to encrypt traffic, to 
make it impossible to read, for example if an authority has connected 
to a fiber cable. So when VPN actors claim they are better because their 
business is based ‘outside Fourteen Eyes countries’, it’s not only proof of 
a serious lack of knowledge, it’s also dishonest and misleading. When 
it comes to where your VPN actor is based, only the country’s laws are 
relevant. The laws that control how a VPN service must log and reveal 
data are crucial. Sweden is a good country from this perspective. 

It’s hardly news that the intelligence services in different coun-
tries collaborate, and nor is it a problem. The problem is that they 
do so via mass surveillance, despite the fact that it’s constantly be-
ing judged as horrifying and illegal. In 2018, the European Court of 
Human Rights stated that the Tempora program was illegal and in-
compatible with the conditions required for a democratic society119 
and in 2020, an American court decided that the NSA surveillance of 
hundreds of millions of people was unlawful and unconstitutional.120 
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You might be forgiven for thinking that such repeated scandals would 
tip the world in another direction. But instead, it seems like mass 
surveillance is simply getting more and more extensive.

An intense tug-of-war is under way in the EU. At one end: the 
EU’s highest court, which over and over again rules that mass sur-
veillance121 is illegal, plus the part of the EU trying to put legal pres-
sure on tech companies via directives such as the GDPR and the 
Digital Service Act. Up to now, the GDPR Directive has been largely 
ineffective, and has mostly succeeded in handing out symbolic (in the 
context) fines to the world’s richest companies while simultaneously 
making the internet experience a cookie nightmare for every user. 
But this type of regulation has actually started to put pressure on big 
tech companies like Meta and Google.122 Hopefully this will ultimately  
lead to something good, but there’s a risk that the tech companies will 
simply adapt, regroup and come up with new solutions to collect data. 
But we still applaud attempts from the EU and hope that this is the 
power in Brussels that gets the longest straw. Because there’s another 
side in this battle, that’s pulling in completely the opposite direction.

At the other end of the rope, for example, we find EU countries 
like France, which wants to introduce AI video surveillance123 and 
a Hungary installing black boxes allowing the state direct access to 
ISPs’ networks124, and therefore to users’ internet behavior, without 
a court decision. 

In the same sphere, we also find parts of the commission wanting 
to introduce a total prohibition on private communication with its 
proposed chat control law125, which would mean mass surveillance 
on a level that would even make the NSA jealous. Needless to say, 
we’re closely following the battle between those who want to trans-
form the EU into an authoritarian alliance and those who actually 
care about privacy and are attempting to provide a good example for 
the rest of the world.

State mass surveillance



68

In the UK too, there are powers that want to undermine the encrypt-
ed traffic that’s become more popular since the Snowden revelations, 
through the draft Online Safety Bill.126 In both Europe and other 
parts of the world, we’ve also seen how Pegasus spyware is used by 
countries to target dissenters, political activists and journalists.127

Governments and authorities in democratic countries have 
shown that they have no problem carrying out mass surveillance of 
entire populations and looking straight into law-abiding people’s 
homes via phone cameras and microphones, TVs and computers. 
And their authoritarianism shines through their ambitions, like when 
EU Commissioner Ylva Johansson thinks the EU’s experts and inde-
pendent regulatory authorities make it difficult for Europol to do its 
work.128 It bears repeating: human rights are there to protect people 
against the state. And it’s also important to remember that rights are 
something you also have to fight for.

Authoritarian countries – don’t conceal their 
ambitions for their mass surveillance.
The fact that totalitarian countries also use mass surveillance scarcely 
needs saying. In the world, there are more than 4.5 billion internet 
users. 76% of them live in countries that imprison people for things 
they’ve written online about political, social or religious issues.129  
Almost as many live in countries that block and censor online con-
tent. In other words, in authoritarian countries a VPN isn’t used only 
to reduce mass surveillance, but also as a tool to even be able to get 
out into a free, uncensored internet, so that people can gain free  
access to information.

Here are a couple of examples: in Iran, the state has become 
known for switching between completely shutting down the internet 
and allowing its surveillance program, SIAM, to control, filter and 
monitor how people use their phones (via the mobile network).130  
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In India, foreign apps131 are blocked and strict internet laws have 
forced VPN services to leave the country.

In Russia, the Russian Federation’s federal security service (FSB) 
has long used the SORM system to eavesdrop on phone calls, and 
to read emails and messages.132 By combining this with censorship, 
blacklisted technology and other surveillance, Russia’s really crack-
ing down hard on its citizens. In Moscow, the state has introduced a 
system that combines several hundred thousand surveillance camer-
as, facial recognition and monitoring of mobile data.133 The system 
has been used to track and imprison demonstrators, political oppo-
nents and journalists. They call both the program and the Moscow’s 
digital infrastructure ‘Safe City’.

Ironically, however, this massive mass surveillance system has 
begun to bite the hand that feeds it. On the digital black-market cyber 
bazaar known as Probiv134, corrupt and/or poorly paid and dissatis-
fied officials have begun leaking data from the enormous databases 
resulting from mass surveillance. The problem for those in power in 
Russia is that they’re in the database too. For a very small sum, it be-
came suddenly possible to buy information about Putin’s innermost 
circle135, which the opposition, other countries and investigative jour-
nalists didn’t hesitate to exploit.

	 The Great Firewall of China controls 
and censors the internet for 750 million 
inhabitants. They are under total sur-
veillance and the police system claims 
to be able to predict when someone is 
going to commit a crime, and where.
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The list of countries using mass surveillance136, censorship and per-
secution on their citizens is a long one. At freedomhouse.org there’s 
a good review of the situation in different countries137 and how the 
trends look (spoiler: the world has declined by this measure 12 years 
in a row). Many countries compete to be worst in the world, but re-
gardless of how you count it’s very difficult not to think that China 
beats them all.

The Chinese state controls the country’s 750 million internet  
users in an “utterly mind-boggling way”, as Edward Snowden has put 
it.138 The state controls the sites users can access, blocks VPN services 
and requires inhabitants to register using their real name to be able 
to post content.139 Social media and messaging apps in the country 
are under state surveillance140, foreign apps are prohibited and even 
TikTok, which was founded in China, has a special version that blocks 
international content.141 Internet service providers in the country are 
forced to collaborate with the state, and all of China’s mobile phones 
are under constant monitoring via location data.142 The Chinese peo-
ple’s internet experience is completely controlled and censored under 
what’s known as The Great Firewall of China143 and even by 2013 
there were 2 million ‘internet public opinion analysts’144 working 
manually to censor citizens’ messages online. 

But of course the country doesn’t work merely with manual moni
toring. In what has been called ‘public opinion analysis software’145, 
the state collects data and uses AI to react to ‘sensitive material’. The 
list of activists, journalists and perfectly ordinary people imprisoned 
for criticizing China online seems endless.146 You only have to insult 
‘heroes and martyrs’ to risk spending three years behind bars.

In the Police Cloud147, the state has also constructed a system 
based on big data which is said to be able to ‘visualize’ hidden trends 
and relationships between people. Using this system, the state draws 
up relationship maps and registers what it calls ‘extreme opinions’. 
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Another part of the program is claimed to be able to predict crime 
and where it’s most likely to take place.

China also collect ‘voice prints’ from people148, has installed more 
than half of the world’s 1 million surveillance cameras149 and has also 
introduced technology that not only contains face recognition but 
can even identify how you’re feeling.150 Overall, the image emerges of 
a surveillance society that’s not merely reminiscent of the dystopian 
societies we’ve read about in science fiction but in many ways goes 
well beyond them. 

For authoritarian countries, mass surveillance is a tool of control, 
and significant resistance will be needed to improve the situation for 
the inhabitants of those countries. In totalitarian states, the tech-
nologies used to persecute dissenters, censor information and stifle 
protest movements. There’s no doubt about this – and this type of 
country isn’t exactly ashamed of it, either.

Democratic countries don’t boast about it as much and the con-
sequences for those affected are not as severe. But we’ve already seen 
how mass surveillance is used to win free elections and how dis-
senters and journalists are monitored. There are several democratic 
countries on a slippery slope and the question is where they will end 
up when history is being written. Do they want to continue being 
democratic or not? Because that’s what mass surveillance is about. 
Mass surveillance equals control and is the opposite of freedom.  
And there’s a boundary somewhere. Somewhere, you finally lose your 
position as a free society. That’s why we fight for a free internet. Free 
from mass surveillance, data collection and censorship.
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THE CONSEQUENCES  
OF MASS SURVEILLANCE:  
HOW THE COLLECTED  
DATA IS USED
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Monitoring your internet  
behavior has consequences 
– you may just not be  
seeing them yet.

Commercial and state mass surveillance collects absurd quantities 

of data about people all over the world. But what is all the data used 

for? When your internet behavior has been mapped, what might it 

lead to?

Quite often, we encounter people who say something like: “Yeah, 
yeah, so they’re collecting loads of data, but why should I worry?” 
There are several answers to that question, but one of them is quite 
simply that data can leak. The ‘normal internet user’ may not care 
that personal data is stored by one of the world’s biggest companies 
or by a state authority, but they may have more of a problem with 
personal information ending up in what’s usually called ‘the wrong 
hands’. You may not be worried about a pharmacy storing the med-
icines you buy, but think it feels creepy when the headlines scream 
about data breaches.151 Because it’s exactly that simple: Collected data 
equals data that can leak. If the state, a company or an organization 
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hold sensitive data, they are responsible for keeping it secure in an 
unpredictable future. That’s a difficult task, particularly when tech-
nology is developing quickly and companies and authorities (normal 
authorities, not the ones carrying out mass surveillance) are strug-
gling to keep up. Over and over again, history has shown how data-
bases are used in the worst possible way when new leaders come to 
power. We have far too often seen hackers and enemy powers gaining 
access to data they absolutely shouldn’t have. And how carelessness, 
poor structures and human factors have led to leaks. Our attitude to 
this is extremely simple, and our message to anyone storing data is 
clear: minimize your data storage. Data you don’t have can’t leak. 

But unfortunately right now the recurring scandal headlines 
about data leaks aren’t the big problem. The big problem is that 
there’s essentially a constant leak, when commercial and state mass 
surveillance deliberately collects data. But what happens next? Apart 
from the fact that you get annoying ads targeting you, how is your 
data actually used?

The short answer when it comes to state mass surveillance is 
that several countries in the world have the capacity to look at your 
collected internet behavior, whenever they like. Depending on where 
you live, this can have disastrous consequences for you. 

	 You may think: who cares what  
websites I click on? But if you live in 
the USA, insurance companies care. 
They use purchase histories to bump 
up the prices for your premiums.

When it comes to the commercial mass surveillance companies, 
there’s also a very short, simple answer to what they do with your 
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data: they sell it. In 2021, it was revealed that data brokers had pur-
chased location data from Life360152, an app in which 33 million 
parents keep track of where their children are by tracking the child’s 
phone. The following year, a lawsuit was brought against Kochava, 
another data broker, for having tracked hundreds of millions of people 
and sold sensitive data about their location.153 

Depending on the country you live in, your internet provider 
may also log your traffic and share it through a variety of business 
agreements. A report from the American Federal Trade Commission 
(FDT)154 described how at least six large American internet providers 
were sharing their customers’ location data with third-party compa-
nies. The report noted that even though several of the ISPs prom-
ised not to sell consumers personal data, they allowed it to be used, 
transferred, and monetized by others and hid disclosures about such 
practices in the fine print of their privacy policies.

And this is a tactic even the biggest tech companies employ. Meta 
and Google may not sell their (your) data, but they exchange it free-
ly.155 But above all, the tech giants use data collection to optimize their 
advertising tools. Meta and Google have become two of the highest 
valued companies in world history through revenues from their ad-
vertising networks, and their business concept is clear – it’s all about 
mapping your behavior and predicting what you’re going to want in 
the future to tailor ads as accurately as possible.

Data on medical histories and sexual  
orientations is sold and exploited.
You may be asking the question ‘Who cares if Facebook keeps track 
of what sites I click on?’ You may also like seeing ads tailored to you. 
But it may not feel quite as innocent when the data is bought by an 
insurance company, for example.

The consequences of mass surveillance: How the collected data is used



76

The FDT has reported how data is sold to insurance companies, which 
in turn use purchase histories to raise the premiums for couples pay-
ing for couples therapy.156 

Another example is health apps sharing data with hundreds of 
different partners about users’ herpes, HIV and diabetes157, and data 
brokers that can easily construct profiles under categories such as  
‘depressed’. The question is what happens to people who are cataloged 
like this: do their insurance premiums go up, do they become the tar-
get of information and ads that can lead to them becoming addicted 
to medication, does the interest rate on their mortgage go up?

Another example: the Catholic priest exposed as homosexual 
through location data sold by a data broker.158 

It’s incredibly easy to buy data from data brokers, data that can be  
de-anonymized. The consequences of this include vulnerable women 
having their real-time location data revealed to stalkers.159 And as 
early as 2013, it was possible to purchase information about people 
who had been raped and lists of people with drug and alcohol depen-
dencies.160 Once again: who are the buyers and how is the informa-
tion being used? It’s difficult to speculate any positive outcomes from 
this type of data list.

It’s a fact in today’s world that socially vulnerable people suffer 
as a result of the collection and sale of data. But if you want to con-
template the ultimate outcome of this development, you can look at 
China and the country’s social credit score system.

China’s social credit score system gives  
you minus points if you play too many  
computer games.
There are many misconceptions about the Chinese social credit score 
system. The most common one can be seen in the last sentence: be-
cause there isn’t only one Chinese social credit score system. As a 
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“There is no single, nationally 
coordinated system. There are 
several. But if [the Chinese 
system] does come together 
as envisioned, it would still be 
something very unique. It’s 
both unique and part of a  
global trend.” 
Mareike Ohlberg
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researcher Mareike Ohlberg from the Mercator Institute for China 
Studies expressed it in an article in Wired.161 

She says that the idea itself isn’t a Chinese phenomenon, and nei-
ther is the use and misuse of collected data and behavioral analyses. 
Nor is there a single, nationally coordinated system, but instead sev-
eral different pilot projects that don’t work in exactly the same way. 
But if they manage to put them together, as they intend, it will create 
something truly unique. In this way, says Ohlberg, the Chinese social 
credit score programs are unique but also part of a global trend.

In other words, the Chinese social credit score programs record 
slightly different things, but overall cover everything from late pay-
ment of your bills and running a red light to playing your music too 
loud on a train or making a scene in a taxi. You probably recognize 
this type of scoring system from the western world’s credit checks and 
the ratings in services such as Uber. What makes China stand out is 
perhaps the ambition to collect everything into one system. For exam-
ple, Mareike Ohlberg describes the Chinese city of Rongcheng, which 
gave every inhabitant 1000 points to start with, and where deduc-
tions take place, for example when residents commit a traffic viola-
tion, but where they can earn more points by giving money to charity.

Several of the pilot projects are being run by giants such as  
Alibaba. Sesame Credit runs one of them, and has become famous for 
collecting data about its 400 million customers and allocating scores 
based on how much time they spend on video games and whether or 
not they are parents.162 The social credit score is included as a param-
eter in the company’s dating app. 

Another well-known example is how investigative journalist Liu 
Hu was refused the right to buy an airline ticket because he had been 
allocated the status ‘not qualified’.163 

Parallels with the fictional series Black Mirror164 are only too  
evident. Of course, you can joke about the irony in your social score 
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falling because you went to the wrong parties or lost your temper in 
the grocery store. The problem is that this is happening in reality, here 
and now, and that the ultimate goal of this type of mass surveillance is 
total control over people. And of course it will be worst for those who 
are already the most vulnerable in society. But you don’t need to look 
as far as China to discover truly frightening contemporary examples.

Perhaps you’ll say that you ‘have nothing to 
hide’. But what happens when the laws change?
When people justify mass surveillance with ‘I have nothing to hide’, 
there are several arguments that disprove their reasoning. But noth-
ing has put as many holes in this argument as contemporary events in 
the USA. A big problem with ‘I have nothing to hide’ is that it isn’t un-
changing. You may change your political view, become an activist and 
suddenly find yourself, through your online searches, getting extra at-
tention from the authorities. You may become depressed, buy tons of 
junk food and see your insurance premiums rocket. Perhaps you’re ho-
mosexual and find a partner in a country where it’s prohibited by law. 

Perhaps you live under the delusion that you ‘have nothing to 
hide’ but then the law changes and you’re a criminal. In 2022, life 
suddenly changed for millions of American women when they could 
no longer google for abortion doctors, buy abortion pills online or vis-
it abortion clinics (with their phone in their pocket) without risking 
it becoming proof in a potential indictment against them. Suddenly 
they did have something to hide, and the USA’s digital infrastruc-
ture means the odds are stacked against them. If, as a society, you’ve 
long permitted the internet to become a place where both state and 
commercial actors can map human lives, it becomes tough for those  
humans when the law suddenly takes a new turn.

Immediately after Roe vs Wade was overturned in June 2022, we 
saw one story after another about women deleting their pregnancy 
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apps (at least the women who used them as aids to avoid becoming 
pregnant). And that was a sensible decision by all of them, given how 
researchers have reported that the majority of pregnancy apps share 
large quantities of personal data with other companies.165

The tone in the discussions about location data also changed. In 
2019, the New York Times released its Privacy Project.166 The news-
paper had obtained a dataset containing location data for more than 
12 million Americans. The data contained more than 50 million loca-
tion pings that were claimed to be anonymous. And yet it took only a 
few minutes for the newspaper to work out which of the movement 
patterns belonged to Donald Trump.167 Of course, when it comes to 
location data it’s child’s play to de-anonymize it, because there aren’t 
many people who sleep in the same place as you and then go to the 
same workplace as you. 

Now take that type of database and pull out all the location pings 
linked to an abortion clinic and then follow their journeys home. This 
isn’t a hypothetical exercise. Vice reported that for a measly 160 USD 
it’s possible to buy a full week’s list of the people who visited a specific 
clinic linked to pregnancy168 – and that it’s even possible to see where 
the visitors came from and where they went afterwards. This is data 
that absolutely anyone can buy.

We’ve already seen the perfect storm caused by a combination of 
data brokers and their dubious records, the willingness of US states 
to imprison women who have abortions and greedy bounty hunters. 
In Texas and Oklahoma, an inhabitant – absolutely any inhabitant 
whatsoever – can get up to ten thousand dollars’ reward by reporting 
women who have broken the abortion laws.169 
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“	The harsh reality is that while 
we’re now worried about wo-
men who seek abortions being 
targeted, the same apparatus 
could be used to target any 
group [...] at any moment, for 
any reason that it chooses.”
Shoshana Zuboff
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A digital infrastructure has been constructed that makes it possible 
to map peoples’ lives and work out what they will do next. And in a 
country like the USA, the authorities have access not only to their 
own tools, but also to the commercial companies that follow every 
step we take. Once such a system is in place, it’s very easy to shine 
the spotlight wherever you want. As an article in the New York Times 
puts it171: “A woman who regularly eats sushi and suddenly stops, or 
stops taking Pepto-Bismol, or starts taking vitamin B6 may be easi-
ly identified as someone following guidelines for pregnancy. If that 
woman doesn’t give birth she might find herself being questioned by 
the police, who may think she had an abortion.”

AI systems have even been developed to calculate the probability 
that young girls will become pregnant.172 In a 2018 collaboration be-
tween Microsoft and an Argentinian organization, algorithms were 
developed that they claimed were 86% accurate at calculating which 
girls would become pregnant within a six year period. Behind the  
Argentinian organization was a well-known anti-abortionist.

The abortion issue is a clear example of how ‘I have nothing to 
hide’ can change. But that’s ‘only’ one example of a much more wide-
spread phenomenon. As Shoshana Zuboff said in an interview in the 
Washington Post173:

“The harsh reality is that while we’re now worried about women 
who seek abortions being targeted, the same apparatus could be used 
to target any group or any subset of our population – or our entire 
population – at any moment, for any reason that it chooses. No one 
is safe from this.”
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Both state and commercial 
mass surveillance risk trans-
forming free democracies 
into surveillance states.

Authoritarian states use mass surveillance to control the popula-

tion. Even in democratic countries, we see direct consequences of 

collecting absurd amounts of data. But there are also less visible 

effects: both state and commercial mass surveillance show signs of 

being able to transform free societies into the complete opposite.

Mass surveillance equals control. We find the most obvious examples 
of this in countries such as Iran where the internet is censored, the in-
habitants’ online behavior is controlled174 and where so-called smart 
cameras identify women who aren’t wearing a hijab.175

Or in Russia where the authorities combine mass online surveil-
lance176 with a vast number of surveillance cameras using facial rec-
ognition to catch journalists and people critical to the regime.177

Even worse is China with its total surveillance of people’s online 
lives178, the censorship tool known as the Great Firewall of China179 
and persecution of people taking part in protests.180 And not least the 
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country’s surveillance cameras, using technology claimed to be able 
to determine a person’s ethnicity.181 In 2018, Huawei and the China 
Academy of Sciences applied for a patent for exactly this type of AI 
camera. 

China’s uses of this type of surveillance technology include per-
secuting the Uyghur people in Xinjiang province. They are registered 
using technology dubbed ‘racial AI’, and Human Rights Watch has 
reported182 that during a nine-month period the state carried out 11 
million searches on the phones of almost half of the 3.5 million in-
habitants of Urumqi, Xinjiang’s capital city. The result of this mass 
surveillance? Documents obtained by CNN in 2020 showed that 
millions of Uyghur were first monitored and then imprisoned183 in 
work camps on totally fabricated grounds. At the same time, it’s been 
reported that China tested another type of new technology on the 
Uyghur, where AI cameras using ‘emotion detection’ were used to re-
veal emotional states.184 Naturally, the Chinese state denies this and 
in an interview responded to the BBC that in China, “People live in 
harmony regardless of their ethnic backgrounds and enjoy a stable 
and peaceful life with no restriction to personal freedom”. 

Investigative journalist Liu Hu, who was denied the ability to 
travel on public transport because he had scored poorly in one of 
China’s social credit score systems, has another perspective. As he 
told the BBC185: “There have been occasions when I have met some 
friends and soon after someone from the government contacts me. 
They warned me, ’Don’t see that person, don’t do this and that’. With 
artificial intelligence we have nowhere to hide.”

Perhaps you’re wondering how China justified this new surveil-
lance system that’s now persecuting entire ethnic groups? Well, it was 
introduced after five people were killed in 2016 in what the state de-
scribed as a terrorist attack. 
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“	In 2019, 70+ countries were 
subject to social media  
manipulation campaigns.  
The number of global democ-
racies has been declining 
since social media emerged 
around 2010.”
Center for Humane Technology
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These countries have hit rock bottom. Things can always get worse 
for their populations, but we aren’t talking about free societies here. 
The question is how far the world’s democracies will follow in their 
footsteps.

There are hundreds of terrifying examples, even in countries 
classified as democratic. In both Europe and other parts of the world, 
we’ve seen how Pegasus spyware is used to target dissenters, political 
activists and journalist.186 Mass surveillance in the USA is a chapter 
in itself, and Edward Snowden’s revelations showed how extreme the 
country’s authorities are when it comes to this activity. 

This type of surveillance is reminiscent of George Orwell’s dys-
topian 1984, with its telescreens, ‘Big Brother is watching you’187, 
thought police and a lack of freedom of speech. But there are other 
elements in the old dystopian books that accurately predicted other 
parts of our current situation. Like the propaganda and obvious fake 
news in 1984. Or like in Aldous Huxley’s Brave New World188 where 
people get by on happy pills (social media and dopamine rushes, any-
one?), are clearly anti-intellectual (TikTok, anyone?) and believe they 
live a good life despite the fact that their freedom has in fact slipped 
through their hands.

Large parts of the world have already sunk into some kind of 
cross between these two dystopias. And the countries still classified as 
free democracies now have a choice: either a society based on control 
or a society based on culture.

We are already seeing how mass surveillance comes with disas-
trous consequences in countries classified as democracies. But mass 
surveillance isn’t merely a symptom. It’s also used to control devel-
opment and steer free countries in the wrong direction. There is a 
risk that, hand-in-hand, state and commercial mass surveillance will 
water down democratic societies. This is something happening right 
here, right now. In 2019, 70+ countries were subject to social media 
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manipulation campaigns189. The number of global democracies has 
been declining190 since social media emerged around 2010.

“We’ve created an entire global generation of 
people who are raised within a context where 
the very meaning of communication, the very 
meaning of culture, is manipulation.”
Meta and Google have become two of the highest valued companies 
in world history thanks to income from their advertising networks 
and their business concept is clear. It’s about mapping your behavior 
and predicting what you’re going to want in the future to tailor ads as 
accurately as possible. And even better if they can steer your behav-
ior in the desired direction. As Harvard professor Shoshana Zuboff 
writes in her book The Age of Surveillance Capitalism:

“Automated machine processes not only know our behavior but 
also shape our behavior at scale. In the thousands of transactions we 
make, we now pay for our own domination.”

What Zuboff is talking about is, for example, Meta’s AI system, 
which according to leaked documents191, as early as 2018 had the  
capacity to collect thousands of billions of data points every day to 
produce 6 million behavioral predictions per second.

Tristan Harris, former design ethicist at Google and later founder 
of The Center of Humane Technology192, expresses the same thing in 
the documentary Social Dilemma193: 

“We’re pointing these engines of AI back at ourselves to reverse- 
engineer what elicits responses from us. So, it really is this kind of 
prison experiment where we’re just, you know, roping people into the 
matrix, and we’re just harvesting all this money and data from all their 
activity to profit from. And we’re not even aware that it’s happening.”

In the same documentary, Sean Parker, Facebook’s first president, 
says the company was aware of what it was doing from the outset.
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“	We were all looking for the  
moment when technology 
would overwhelm human  
strengths. But there’s this 
much earlier moment. When 
technology exceeds and over-
whelms human weaknesses. 
And this is checkmate on  
humanity.”
Tristan Harris



91

“I mean, it’s exactly the kind of thing that a hacker like myself would 
come up with. Because you’re exploiting a vulnerability in human 
psychology. And I think that we… you know, the inventors, creators, 
it’s me, it’s Mark (Zuckerberg), it’s Kevin Systrom at Instagram, all of 
these people… We understood this consciously, and we did it anyway.”

The creators of the tech giants (at least, those who’ve left the 
companies) speculate that data collection and the AI engines analyz-
ing billions of internet users could be the end of humanity. As Tristan 
Harris says:

“We were all looking for the moment when technology would 
overwhelm human strengths and intelligence. But there’s this much 
earlier moment… when technology exceeds and overwhelms human 
weaknesses. This point being crossed is at the root of addiction, po-
larization, radicalization, outrage-ification, vanity-ification, the entire 
thing. This is overpowering human nature. And this is checkmate on 
humanity.”

Jaron Lanier is one of the creators of virtual reality, but now he 
advocates for unplugging from social media for good.194

In a conversation with Jordan Harbinger, he agrees that “social 
media can manipulate your behavior and it puts your free will under 
threat. It contributes to this mass production of misinformation.”

In Social Dilemma195, he says:
“We’ve created a world in which online connection has become 

primary, especially for younger generations. And yet, in that world, 
any time two people connect, the only way it’s financed is through 
a sneaky third person who’s paying to manipulate those two people. 
So, we’ve created an entire global generation of people who are raised 
within a context where the very meaning of communication, the very 
meaning of culture, is manipulation. We’ve put deceit and sneakiness 
at the absolute center of everything we do.”
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Or as Shoshana Zuboff puts it in the documentary The Big Data  
Robbery 196: 

“One of the things that Chris Wiley (the whistleblower who re-
vealed the Cambridge Analytica scandal) said when he broke this sto-
ry with the Guardian back in 2018 is that we knew so much about so 
many individuals that we could understand their inner demons and 
we could figure out how to target those demons. How to target their 
fear, how to target their anger, how to target their paranoia and with 
those targets we could trigger those emotions. And by triggering those 
emotions we could then manipulate them into clicking on a website, 
joining a group, tell them what kind of things to read, tell them what 
kind of people to hang out with, even tell them who to vote for”.

	 Absurd amounts of collected data and 
AI systems targeting human fears 
helped Trump win the election. Today, 
mass surveillance is used to monitor 
women who want to an abortion.

Each of us who lives with social media and in today’s digital world 
should think about the personal profiles that AI systems create. Are 
they used in a positive or negative way? If someone is classified as 
depressed, does that person then see targeted content suggesting 
that they go out and run in the woods or ads for one medication after 
another? If somebody buys unhealthy quantities of soda, does that 
mean they get suggestions for an alternative lifestyle or a discount for 
Coca-Cola? For somebody who’s started reading about conspiracy the-
ories, do they get ads for books issued by the university or recommen
dations for sites about fake moon landings and how the Earth is flat?
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“	Let’s not be naive. Our gov-
ernment will be tempted to 
annex these capabilities and 
use them over us and against 
us. When we decide to resist 
surveillance capitalism right 
now [...] we are also preserv-
ing freedom and democracy 
for another generation.” 
Shoshana Zuboff
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A document leaked to The Australian197 revealed that Meta had of-
fered advertisers the opportunity to target 6.4 million younger users 
(children) during moments of psychological vulnerability, such as 
when they felt ‘worthless’, ‘insecure’, ‘stressed’, ‘defeated’, ‘anxious’, 
and like a ‘failure’.

The same tactics used to sell products and services are used to 
influence users in a particular political direction. Shoshana Zuboff 
again198:

“Every aspect of Cambridge Analytica’s operations was simply 
mimicking a day in the life of a surveillance capitalist”. But instead of 
manipulating people for commercial purposes, they did it for political 
gain. Instead of a purchase, a vote. “Democracy is on the ropes in the 
UK, US, many other countries”, says Zuboff. “Not in small measure 
because of the operations of surveillance capitalism.”

Tristan Harris, who was formerly a design ethicist at Google but 
now runs The Center of Humane Technology, uses numbers to clarify 
how today’s data collection and the prevailing social media world af-
fect politics199: 9% of all tweets in the 2016 US Presidential Election 
were generated by bots. Ahead of the 2020 U.S. election, Facebook’s 
top pages for Christian and Black Americans were run by troll farms. 

And the algorithms that social media is based on are created to 
promote chaos: each word of moral outrage added to a tweet increas-
es the rate of retweets by 17%, which accelerates polarization. Each 
negative word about political opponents increases the odds of a social 
media post being shared by 67%.

MIT has its own figures200 for how fake news spreads faster than 
real news. And additional research has demonstrated that Facebook’s 
algorithms pushed some users into ‘rabbit holes’, which Meta knew 
about but didn’t do anything to prevent.201

In other words, we have a digital infrastructure that collects ab-
solutely everything we do and which promotes radical and untrue 
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content. It’s quite obvious that if you have such a system in place it 
will be exploited. Like when the company Cambridge Analytica (of 
which Donald Trump’s chief strategist Steve Bannon was formerly 
a board member) obtained access to 87 million Facebook users’ per-
sonal data (including private messages) that the company then fed 
into its own AI system.202 Out came personal profiles that Cambridge 
Analytica then used to tailor digital content aimed at people undecid-
ed about how they should vote in the presidential election between 
Donald Trump and Hillary Clinton. The sponsored posts built on the 
recipients’ fears, were designed in a radical way to trigger the algo-
rithms203 and contained clear fake news.204

In an interview, whistleblower Christopher Wylie205 talked about 
the consequences:

“You are whispering into the ear of each and every voter, and you 
may be whispering one thing to this voter and another thing to an-
other voter. We risk fragmenting society in a way where we don’t have 
any more shared experiences and we don’t have any more shared un-
derstanding. If we don’t have any more shared understanding, how 
can we be a functioning society?” 

In the Netflix documentary The Great Hack 206, Cambridge Ana-
lytica’s CEO says it wasn’t the only company involved in the election 
in this way. To this can be added the fact that Russian troll factories 
were once again causing havoc prior to the American election207 and 
the information that Cambridge Analytica is said to have been impli-
cated in 200 elections around the world.208 A picture emerges of how 
commercial data collection has consequences far beyond targeted ads 
for that sweater you looked at that one time.

In other words, we’ve seen evidence of how collected data, to-
gether with algorithms and AI systems that build on people’s fears 
and uncertainties, were used to spread fake news so Donald Trump 
could win the presidential election. Once in power, Trump changed 
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the abortion laws and now mass surveillance is being used to monitor 
women, who are facing the sudden realization that the abortion they 
want is now illegal. 

In the documentary The Big Data Robbery 209, Shoshana Zuboff 
urges citizens of democracies not to be so naive.

“Our self-determination, our privacy are destroyed for the sake 
of this market logic. That is unacceptable. And let’s also not be naive. 
You get the wrong people in charge of our government at any mo-
ment, and they look over their shoulders at the rich control possibil-
ities offered by these new systems. And there will come a time when, 
even in the west, even in our democratic societies, when our govern-
ments will be tempted to annex these capabilities and use them over 
us and against us. Let’s not be naive about that. When we decide to 
resist surveillance capitalism, right now while it lives in the market 
dynamic, we are also preserving our democratic future and the kinds 
of checks and balances that we will need going forward in an infor-
mation civilization if we are to preserve freedom and democracy for 
another generation.”

“Privacy is the fountainhead of all other  
rights. Freedom of speech doesn’t have a lot  
of meaning if you can’t have a quiet space,  
a space within yourself.”
What Shoshana Zuboff is talking about is resistance that must come 
now, before it’s too late. This is an important point. Because the infra
structure built today will be used by future governments. Because we 
don’t know who will be coming to power. And because this type of 
surveillance society tends to come creeping in, hidden from the mass-
es. Function creep is total in this area. As we all know, the road to hell 
is paved with good intentions and it’s difficult to detect the bigger 
picture when it’s being laid out one small jigsaw piece at a time. Every 
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obscure small law that’s introduced may not represent a catastrophe, 
but together they’re taking us in the wrong direction. And the ulti-
mate destination is crystal-clear: when a country has introduced total 
mass surveillance, people begin self-censoring. When they can’t be 
sure whether or not they’re being monitored, they hold their tongues. 
In a Ted Talk, Glenn Greenwald, one of the journalists who met  
Edward Snowden in that Hong Kong hotel room and helped him get 
the word out, explains exactly how self-censorship is a highly devel-
oped control method that’s been used for several hundred years.210

“In the 18th-century philosopher Jeremy Bentham set out to re-
solve an important problem [...] for the first time, prisons had be-
come so large and centralized that they were no longer able to mon-
itor and therefore control each one of their inmates. He called his 
solution the panopticon [...] an enormous tower in the center of the 
institution where whoever controlled the institution could at any mo-
ment watch any of the inmates. They couldn’t watch all of them at 
all times, but the inmates couldn’t actually see into the panopticon, 
into the tower, and so they never knew if they were being watched or 
even when. This made Bentham very excited. The prisoners would 
have to assume that they were being watched at any given moment, 
which would be the ultimate enforcer for obedience and compliance. 
The 20th-century French philosopher Michel Foucault realized that 
the model could be used not just for prisons but for every institution 
that seeks to control human behavior: schools, hospitals, factories, 
workplaces. And what he said was that this mindset, this framework 
discovered by Bentham, was the key means of societal control for 
modern, Western societies, which no longer need the overt weapons 
of tyranny – punishing or imprisoning or killing dissidents, or legally 
compelling loyalty to a particular party – because mass surveillance 
creates a prison in the mind that is a much more subtle though much 
more effective means of fostering compliance with social norms or 
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with social orthodoxy, much more effective than brute force could 
ever be.”

In the same TED talk, Greenwald also talked about the cooling 
effect that mass surveillance has on society:

“When we’re in a state where we can be monitored, where we can 
be watched, our behavior changes dramatically. The range of behav-
ioral options that we consider when we think we’re being watched 
severely reduce. This is just a fact of human nature that has been 
recognized in social science and in literature and in religion and in 
virtually every field of discipline. There are dozens of psychological 
studies that prove it.”

Shoshana Zuboff 211: 
“Privacy rights enable us to decide what is shared and what is 

private. These systems are a direct assault on human agency and in-
dividual sovereignty as they challenge the most elemental right to au-
tonomous action. Without agency there is no freedom, and without 
freedom there can be no democracy.”

Edward Snowden212:
“Privacy is what gives you the ability to share with the world who 

you are on your own terms for them to understand what you’re try-
ing to be and to protect for yourself the parts of you that you’re not 
sure about that you’re still experimenting with. If we don’t have pri-
vacy what we’re losing is the ability to make mistakes we’re losing the 
ability to be ourselves. Privacy is the fountainhead of all other rights. 
Freedom of speech doesn’t have a lot of meaning if you can’t have a 
quiet space, a space within yourself, within your home to decide what 
it is that you actually want to say.”

It’s actually quite simple. Either we have a society where people 
have the right to their own thoughts, their own private conversa-
tions and space to test out their ideas. A free society, where devel-
opment and change are possible. Where power can be challenged, 
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examined and replaced. Or we have a closed society where you never 
know whether or not you’re being watched. Either we continue step-
by-step towards undemocratic societies. Or we instead try to uphold  
Article 12 of the universal Declaration of Human Rights: “No one 
shall be subjected to arbitrary interference with his privacy”.
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The most common argument used in defense of mass surveillance 

is ‘If you have nothing to hide, you have nothing to fear’. Try saying 

that to women in the US states where abortion has suddenly become 

illegal. Say it to investigative journalists in authoritarian countries. 

Saying ‘I have nothing to hide’ means you stop caring about anyone 

fighting for their freedom. And one day, you might be one of them.

This chapter is aimed at those of you who say you have nothing to 
hide. We’ve written it because it’s the most common argument from 
people indifferent about mass surveillance – or who even advocate it. 
The long version of the expression goes ‘If you have nothing to hide, 
you have nothing to fear’, and it’s been reeled off by authorities for a 
hundred years. And slightly remixed versions have also been used by 
the commercial mass surveillance companies. By Mark Zuckerberg 
and by Google’s former CEO Eric Smith213, who said: “If you have 
something that you don’t want anyone to know, maybe you shouldn’t 
be doing it in the first place”.

To those of you with nothing to hide:  

One day you might have. 
Because you don’t make  
the rules.
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To start with, this is a phrase that sounds very different depending on 
what country you’re in. In many places in the world, there are large 
numbers of people who actually do have something to hide. Like in-
vestigative journalists persecuted in authoritarian countries. Like ho-
mosexuals in countries where it’s forbidden. Like political opponents 
monitored by totalitarian states. Like women looking for an abortion 
in states that have made it illegal. Like people living under protected 
identities and who don’t want to risk their true identity leaking out.

‘If you have nothing to hide, you have nothing to fear’ is also a 
fallacy in so many other ways. Using this kind of reasoning, business 
secrets could be revealed every day. Sensitive health data could be 
made public at any time. Private images and conversations could sud-
denly become someone else’s concern. 

But above all, it’s actually about the fact that we all have some-
thing to hide: our private life, which is nobody else’s business, pro-
vided you aren’t suspected of a crime and an independent, free and 
democratic court has issued an order stating that proportional sur-
veillance is warranted. But in every other case, you should actually 
turn this around: if people have nothing to hide – why are they being 
subject to mass surveillance at all?

From politicians and authorities, the expression often comes with 
a supplement: “To keep us all safe, we must relinquish a little of our 
privacy”. But as Benjamin Franklin once said214: “Those who would 
give up essential liberty, to purchase a little temporary safety, deserve 
neither liberty nor safety”. Or as American cryptographer and security 
expert Bruce Schneier describes it215:

“Too many wrongly characterize the debate as ‘security versus 
privacy’. The real choice is liberty versus control. Liberty requires 
security without intrusion, security plus privacy. Widespread police 
surveillance is the very definition of a police state. And that’s why we 
should champion privacy even when we have nothing to hide.”
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Bruce Schneier is onto something important: a state should have 
absolute power.216 He also gives us two essential reminders and an 
equally important question: Privacy protects us from abuses by those 
in power. Absolute power corrupts absolutely. And who watches the 
watchers?

Edward Snowden argues for the same thing under the slogan: 
Privacy is for the powerless. Transparency is for the powerful.217

“You don’t need to say why you want to be left alone by the state. 
It is the natural state of being that we are allowed in a free society 
to be free. If they want to restrict and monitor our activities it really 
changes the nature of human society.”

When you say you have nothing to hide,  
you’re making a bet that you never will have  
in a system that changes but never forgets.
The foundation of a democratic society is that its citizens have the 
right to personal privacy. But let’s say that you still think mass surveil-
lance is okay, because ‘you have nothing to hide’. The problem with 
‘nothing to hide’ is that it’s not an unchanging status. Just ask the 
women living in US states who thought they had nothing to hide – 
until the law was changed overnight and it was no longer legal for 
them to have an abortion. 

Glenn Greenwald was one of the journalists who helped Edward  
Snowden get the word out. In a Ted talk entitled Why Privacy Mat-
ters218, he illustrated how mass surveillance takes no account either 
of changes in those in power or those being monitored.

“When you say, ‘somebody who is doing bad things’, you proba-
bly mean things like plotting a terrorist attack or engaging in violent 
criminality. A much narrower conception of what people who wield 
power mean when they say ‘doing bad things’. There’s an implicit  
bargain that people who accept this mindset have accepted, and that 

The consequences of mass surveillance: ‘Nothing to hide’ is not a good argument



104

bargain is this: if you’re willing to render yourself sufficiently harm-
less, sufficiently unthreatening to those who wield political power, 
then and only then can you be freed of the dangers of surveillance. 
It’s only those who are dissidents, who challenge power, who have 
something to worry about. There all kinds of reasons why we should 
want to avoid that lesson as well. You may be a person who, right now, 
doesn’t want to engage in that behavior, but at some point in the fu-
ture you might. Even if you’re somebody who decides that you never 
want to, the fact that there are other people who are willing to and 
able to resist and be adversarial to those in power – dissidents and 
journalists and activists and a whole range of others – is something 
that brings us all collective good that we should want to preserve.”

“	Saying that you don’t care 
about privacy because you 
have nothing to hide is no  
different from saying you 
don’t care about freedom 
of speech because you have 
nothing to say. Or that you 
don’t care about freedom  
of the press because you  
don’t like to read.”
Edward Snowden
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Edward Snowden, in a conversation organized by the Tor Project219:
“This kind of tracking and tracing of human populations at scale 

will ultimately lead... You’re not going to feel the consequences of 
it today. When we’re talking about the internet, when we’re talking 
about surveillance, we are talking about power.  They’re not spying 
on our records, they’re not monitoring your traffic because it’s inter-
esting to them, they’re not doing this for fun. They’re not interested 
in data for data’s sake, you know these are not academics they’re not 
performing a study. They’re doing it because it provides them influ-
ence. It allows them to shape your behavior. It allows them to show 
you something that you wouldn’t have otherwise seen that they think 
you will click on, which will nudge and direct – or misdirect – your 
behavior, hopefully in the future. And it’s not gonna work every time. 
A thousand times it’s not gonna work but on that thousand and first 
time it will. And bit by bit they begin to control the individual, and 
through the individual they control the community, and through the 
community they influence the society. And then we are captured. And 
when I say you will not feel the consequences today, people go ‘I don’t 
care, it doesn’t matter, I’m not looking at anything interesting’. You 
are forgetting that when you say, you’re making yourself vulnerable 
to a system that never forgets. You are effectively making a bet that 
if you don’t matter today, if you don’t have anything interesting to 
say today, if you don’t have anything provocative or controversial to 
say, if you are not in the minority today – you never will be. But you 
don’t know what tomorrow looks like. You don’t know what society 
looks like tomorrow. These systems, governmental and corporate, are 
trying to create what they call ‘frictionless’ systems. What they mean 
by that is front-loading the joy, getting you the pictures you want, the 
connections that you want, those endorphin hits, the dopamine that 
you want. And they are back-loading the consequences. They’re hid-
ing it, they’re concealing it. And you won’t learn about it for 5 years, 

The consequences of mass surveillance: ‘Nothing to hide’ is not a good argument



106

for 10 years, for 20 years. But then once you do learn about it, it’s too 
late to unring that bell, it’s too late to protect yourself.”

”	Just because this or that  
freedom might not have 
meaning to you today doesn’t 
mean that it doesn’t or won’t 
have meaning tomorrow,  
to you, or to your neighbor – 
or to the crowds of dissidents 
halfway across the Earth, 
hoping to gain just a fraction 
of the freedoms that my  
country was busily  
dismantling.”
Edward Snowden

Ultimately, ‘I have nothing to hide’ is completely irrelevant in the 
discussion about mass surveillance. Because it’s not just about you. 
Personal privacy is a human right and there are people all over the 
world who don’t have the luxury of reasoning in terms of whether or 
not they have anything to hide, because they live under constant op-
pression. Fighting for privacy means fighting for them, here and now. 
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And to make sure that everyone who doesn’t yet live under totalitarian 
powers won’t one day end up there. As Edward Snowden writes in his 
book Permanent Record:

“Because a citizenry’s freedoms are independent, to surrender 
your own privacy is really to surrender everyone’s. You might choose 
to give it about a convenience, or under the popular pretext that pri-
vacy is only required by those who have something to hide. But say-
ing that you don’t need or want privacy because you have nothing 
to hide is to assume that no one should have, or could have, to hide 
anything – including their immigration status, unemployment histo-
ry, financial history, and health records. You’re assuming that no one, 
including yourself, might object to revealing to anyone information 
about their religious beliefs, political affiliations, and sexual activi-
ties, as casually as some choose to reveal their movie and music tastes 
and reading preferences.

Ultimately, saying that you don’t care about privacy because you 
have nothing to hide is no different from saying you don’t care about 
freedom of speech because you have nothing to say. Or that you don’t 
care about freedom of the press because you don’t like to read. Or 
that you don’t care about freedom of religion because you don’t be-
lieve in God. Or that you don’t care about the freedom to peaceably 
assemble because you’re a lazy, antisocial agoraphobe. Just because 
this or that freedom might not have meaning to you today doesn’t 
mean that it doesn’t or won’t have meaning tomorrow, to you, or to 
your neighbor – or to the crowds of principled dissidents I was fol-
lowing on my phone who were protesting halfway across the planet, 
hoping to gain just a fraction of the freedoms that my country was 
busily dismantling.”
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There are no security cameras in your bedroom. 
Nobody’s listening to everything you say in your 
home. It’s illegal to open your mail. Entering 
another person’s most private sphere requires a 
court decision, and a strong suspicion of criminal 
behavior. Justice and human rights have great 
legal weight. Well, they do if we’re talking about 
the physical world. In the digital world, completely 
different rules apply.

On the internet, it’s the opposite. There, it’s 
apparently perfectly okay to eavesdrop on and 
map private environments. There, nothing should 
be free from surveillance. Not even your innermost 
thoughts (everything you google). Everyone’s 
digital life should be mapped. By commercial 
actors and by states.

How did we get here? What does it do to free, 
democratic societies? And what will it lead to,  
if we don’t resist? Now is the time. We need  
mass resistance. To free the internet from mass  
surveillance.




